Effect of using suboptimal alignments in template-based protein structure prediction
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ABSTRACT

Computational protein structure prediction remains a challenging task in protein bioinformatics. In the recent years, the importance of template-based structure prediction is increasing because of the growing number of protein structures solved by the structural genomics projects. To capitalize the significant efforts and investments paid on the structural genomics projects, it is urgent to establish effective ways to use the solved structures as templates by developing methods for exploiting remotely related proteins that cannot be simply identified by homology. In this work, we examine the effect of using suboptimal alignments in template-based protein structure prediction. We showed that suboptimal alignments are often more accurate than the optimal one, and such accurate suboptimal alignments can occur even at a very low rank of the alignment score. Suboptimal alignments contain a significant number of correct amino acid residue contacts. Moreover, suboptimal alignments can improve template-based models when used as input to Modeller. Finally, we use suboptimal alignments for handling a contact potential in a probabilistic way in a threading program, SUPRB. The probabilistic contacts strategy outperforms the partly thawed approach, which only uses the optimal alignment in defining residue contacts, and also the re-ranking strategy, which uses the contact potential in re-ranking alignments. The comparison with existing methods in the template-recognition test shows that SUPRB is very competitive and outperforms existing methods.
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INTRODUCTION

Computational protein structure prediction remains a challenging task in bioinformatics and computational biophysics.\(^1\)–\(^3\) Methods that were developed in the past years can be roughly classified into two categories; ones that use structures of known proteins as a global template (template-based methods)\(^4\)–\(^8\) and those that use a coarse-grained\(^9\)–\(^11\) or full atomic protein model to explore the fold space (\textit{ab initio} methods). Identifying appropriate global/local templates in the database is crucially important not only for template-based structure prediction methods but also for \textit{ab initio} methods (with notable exception of methods that attempt to fold a protein model using only the first principles in physics\(^12,13\)) because the strategy to combine known fragment structures has been successful in several \textit{ab initio} methods.\(^14,15\) In recent years, the importance of effective use of template structures is highlighted because more and more protein structures are being solved by the structural genomics projects.\(^16\)–\(^19\) To capitalize the significant efforts and investments paid on the structural genomics projects, it is urgent to establish effective ways to use solved structures as templates with a special emphasis on developing methods for exploiting remotely related proteins that cannot be simply identified by homology. It is also worthwhile to note the recent interesting discussions on the continuity of the protein structure space that revisit commonality among structures of different overall folds (and thus obviously do not share any ancestral relationship)\(^20\)–\(^22\) and intriguing attempt to use such structures of different fold for structure modeling.\(^23\) Following these discussions, it might be able to establish a method that uses structure templates for modeling that are not conventionally considered to be similar to a query protein sequence.

Various methods have been proposed in the past for identifying and aligning remotely related templates, which include those that use sequence information extensively,\(^24,25\) those that use structure-related scoring terms,\(^26,27\) ones that use the hidden Markov Mod-
In this work, we examine the effect of using suboptimal alignments in template-based protein structure prediction. The algorithms for computing suboptimal alignments themselves have been developed more than a decade ago. Vingron and co-workers presented a dynamic programming (DP)-based algorithm that produces suboptimal alignments, each of which is constrained to contain a certain residue pair. Saqi and Sternberg’s method produces alternative alignments by penalizing the path of the optimal alignment in the DP matrix. Suboptimal alignments can also be constructed by perturbing alignment parameters. Some other works use thermodynamic partition functions to consider probabilities of suboptimal alignments. These probabilities of suboptimal alignments can also be derived from the hidden Markov model. Suboptimal alignments can be useful for biological sequence alignments because mathematically optimal alignment of two sequences does not always agree with the biologically correct alignment. It was also shown that consistent regions in optimal and suboptimal alignments correspond to correctly aligned regions in many cases. Previously, we developed a quality assessment score for protein structure models named the SPAD (Suboptimal Alignment Diversity) score, which considers the consistency of the optimal and suboptimal alignments. We showed that the SPAD score has a better correlation to the root mean square deviation (RMSD) of structure models compared with several other scores, which are derived from sequence alignment properties. In our recent subsequent work, we have shown that combination of the SPAD score with several structure-related scores further improves the prediction accuracy of the quality of structure models. Previous works on suboptimal alignments focused on applications to sequence analyses. There was an attempt to use suboptimal alignments in homology modeling, but this work is the first in which suboptimal alignments are thoroughly investigated and implemented in a threading algorithm.

The rest of the article is organized as follows: First, we show that suboptimal alignments frequently are more correct than the optimal alignments. Moreover, we show that they contain a substantial amount of correctly aligned pairs in alignments and correct amino acid residue contacts when tertiary structure models are built based on the alignments. These results indicate the strong potential of suboptimal alignments in template-based protein structure prediction. Next, we show that using suboptimal alignments indeed improves the accuracy of homology models of protein structures constructed by Modeller, a popular homology modeling program. Finally, we design a template-based structure prediction method named SUPRB (threading with Suboptimal alignment-based PROBabilistic residue contact information), which uses suboptimal alignment information. The main motivation of using the suboptimal alignments is to explore a better way to handle a two-body amino acid contact potential in template-based structure prediction. Amino acid contact potentials have been shown to be effective in protein tertiary structure prediction both in template-based methods and ab initio methods. Therefore, effective use of contact potentials is one of the keys to assess structural compatibility of the target sequence to a template especially for recognizing very distantly related templates. However, contact potentials have been underused in template-based methods because of the difficulty in obtaining the optimal alignments for the contact potential by DP algorithm. An alternative choice of alignment optimization for contact potentials is by the Monte Carlo approach as proposed by Madej et al.; however, DP has an advantage over Monte Carlo in terms of less-expensive computational time to cope with the growing size of a template database. To be able to handle a contact potential by DP, Godzik et al. have proposed the frozen approximation of the amino acid contacts, which assumes that a residue position in the target protein has the same contacting residues as the equivalent position in the template structure, and, thus, the contacting residues are not dependent on the alignment. They further proposed partly thawed and defrosted approximation in the program PROSPECTOR where interacting residue pairs are taken from the target protein using a target–template alignment generated without using a contact potential. In this work, SUPRB goes one step further to consider interaction pairs in a probabilistic fashion by counting residue interactions in suboptimal alignments. We demonstrate that our approach, the probabilistic residue contacts, outperforms the partly thawed approximation. Performance comparison with existing threading methods shows that SUPRB is very competitive with the others.

**METHODS**

**Benchmark data sets**

We use the SALIGN alignment benchmark data set in the analysis of suboptimal alignments and also for optimizing weighting factors for scoring terms of the threading algorithm, SUPRB. The SALIGN data set has 200 pairwise structure-based sequence alignments. These pairs of proteins are structurally aligned and have no more than 40% sequence identity, have at least 100 aligned residues and at least 50% of the residues aligned, and at least 90% of the residues of one chain are covered in the alignment. Another structure alignment program, MAMMOTH, is further used to ensure that at least 50% of the residues in the shorter chain are aligned. The sequence identity of the pairs ranges from 4% to 40%, with an average of 16.1%. The average RMSD of the
pairs is 2.73 Å. This data set was downloaded from http://salilab.org/suppmat/mamr03/.

Another data set, the Lindahl and Elofsson’s data set (L-E data set), is used for benchmarking SUPRB. The L-E data set consists of 1130 representative proteins, each of which is assigned with a SCOP hierarchical classification of a family, a superfamily, and a fold. Following the SCOP classification, a set of pairwise alignments are constructed in each similarity level, using a protein tertiary structure alignment program, LGA. Aligned protein pairs in the family-level set belong to the same family in SCOP; pairs in the superfamily level belong to the same superfamily but not to the same family; pairs in the fold level set belong to the same fold but not to the same superfamily. This resulted in 1076 target–template pairs for the family level, 1395 for the superfamily level, and 2761 for the fold level. The average sequence identity (and the standard deviation) of alignments are 21.3% (8.06%), 15.2% (3.3%), and 15.2% (3.8%) for the family, the superfamily, and the fold level, respectively. For each protein pair in the same structural similarity level, one protein is considered as the target and another one is considered as a template.

**SUPRB threading algorithm**

The novel threading algorithm, SUPRB, uses a sequence-structure compatibility score, which linearly combines five different scoring terms to evaluate fitness of a query sequence to template structures. The five terms are a sequence profile score, a secondary structure matching score, a solvent accessibility score, a main-chain angle propensity, and an amino acid contact potential. Target–template alignments are computed by the global-local DP. A novel feature of SUPRB is that the residue contacts are handled in a probabilistic fashion by considering suboptimal alignments between a target and a template. The detailed implementation of the residue contact term and each scoring terms are described below.

**Sequence profile term**

A PSI-BLAST profile is generated following the method described in a Wang and Dunbrack’s article. A query sequence is searched against the nonredundant protein sequence database with an E-value threshold of 0.002 for both printing and inclusion and with the maximum iteration of five passes. Low-complexity segments are masked. From the output multiple alignment, too similar sequences (mutual sequence identity >98%) and too distant sequences (sequence identity to the target ≤15%) are removed. The remaining sequences are weighed by the position-specific independent counts (PSIC) scheme. Sequence s at profile position m with amino acid type a(sm) is weighted with

\[ W^m_s = \frac{n^m_{a(sm)}}{N^m} \]  

where \( N^m \) is the total count of sequences in the profile that have the same amino acid type, \( a(sm) \), as at the column m. \( n^m_{a(sm)} \) is called the effective count of the amino acid type of \( a(sm) \) at position m, determined by

\[ n^m_{a(sm)} = \frac{1}{\ln(1 - e^{-0.20})} \ln \left(1 - \frac{F^m_{a(sm)}}{20} \right) \]  

where \( F^m_{a(sm)} \) is the average number of different amino acid type per column in sequences in the profile that have the same amino acid type as \( a(sm) \). Note that the PSIC weighting scheme is different from the Henikoff weighting method, which is used in PSI-BLAST. The Henikoff weighting assigns the same weights to positions in a sequence that form a same subset of sequences. Here, a subset of sequences in a profile is the set of sequences that have a residue at a particular position (i.e., not a gap) of a profile. In contrast, PSIC, assigns lower weights if many sequences have the same amino acid at a particular position. It was shown in that PSIC performed better than the Henikoff weighting in terms of the alignment accuracy and database search sensitivity and specificity.

Based on the weight, \( W^m_s \), [Eq. (1)], the observed frequency of amino acid type \( u \) at column \( m \) in the profile, \( f^m_u \), is

\[ f^m_u = \frac{\sum_{s} \text{E}(s|m)=u W^m_s}{\sum_{s} W^m_s} \]  

The pseudo-count, \( g^m_u \), for column \( m \) and amino acid type \( u \), is computed as

\[ g^m_u = \sum_{i=1}^{20} P_{uv} f^m_v e^{0.32S_{uv}} \]  

where \( P_{uv} \) is the background frequency of amino acid type \( u \) and \( f^m_v \) is the observed frequency of amino acid type \( v \) at column \( m \) [Eq. (3)]. \( S_{uv} \) is the BLOSUM62 score between amino acid types \( u \) and \( v \). The observed frequency and the pseudo-counts is combined to the estimated frequency of column \( m \) and amino acid type \( u \), \( Q^m_u \):

\[ Q^m_u = \frac{(n^m_u - 1)f^m_u + 10g^m_u}{n^m_u + 9} \]  

where \( n^m_u \) is the effective count of amino acid type \( a \) at column \( m \).

The profile term \( S_{profile} \) follows the COMPASS scoring scheme. The score between position (column) \( i \) in the target profile, \( a \), and position (column) \( j \) in the template, \( b \), is

\[ S_{profile}(a_i, b_j) = c_i \sum_{u=1}^{20} n^m_{a_i u} q^m_{u} + c_j \sum_{u=1}^{20} n^m_{b_j u} q^m_{u} \]  

where
where \( n_i^u \) and \( n_i^j \) are the effective count of amino acid type \( u \) in column \( i \) and column \( j \), and \( q_i^u \) and \( q_i^j \) are called as the log-odds values of \( Q_i^u \) and \( Q_i^j \), respectively, and calculated by the next equation:

\[
q_i^u = \ln \frac{Q_i^u}{P_u}, \quad q_i^j = \ln \frac{Q_i^j}{P_u}
\]

Here, \( P_u \) is the background frequency of amino acid type \( u \), counted from the L-E data set. \( Q_i^u \) and \( Q_i^j \) come from Eq. (5). In Eq. (6), \( c_i \) and \( c_j \) are weighting factors, which are derived as follows:

\[
c_i = \frac{\sum_{i=1}^{20} n_i^u - 1}{\sum_{i=1}^{20} n_i^u + \sum_{i=1}^{20} n_i^j - 2}, \quad c_j = \frac{\sum_{i=1}^{20} n_i^j - 1}{\sum_{i=1}^{20} n_i^u + \sum_{i=1}^{20} n_i^j - 2}
\]

The score [Eq. (6)] \( S_{\text{profile}}(a_i,b_j) \) is standardized to \( S_{\text{profile}}(a_i,b_j) \) as follows before computing alignments:

\[
S_{\text{profile}}(a_i,b_j) = \frac{S_{\text{profile}}(a_i,b_j) - \mu}{\sigma}\]

where \( \mu \) and \( \sigma \) are the mean and the standard deviation of scores, \( S_{\text{profile}}(a_i,b_j) \), for all possible \((i,j)\) pairs between the target and the template.

**Secondary structure term**

The secondary structure of a target is predicted by SABLE, and that of a template is defined by DSSP, both of which have a three-state classification, that is, helix, sheet, and coil (the other regions). The score for the secondary structure matching term \( S_{\text{SS}} \) is adopted from the Wang and Dunbrack article. This is an asymmetric matrix, which provides scores for matches between predicted secondary structures in a target sequence with experimentally determined secondary structures in a template. Using Table I, the secondary structure term for an amino acid pair \((a_i, b_j)\) is

\[
S_{\text{SS}}(a_i,b_j) = \text{Sec}(SS_p(a_i), SS_t(b_j)),
\]

where \( SS_p(a_i) \) is the predicted secondary structure of \( a_i \), and \( SS_t(b_j) \) is the secondary structure of \( b_j \) in the template structure, and \( \text{Sec}(i,j) \) is a score read from Table I. Then, \( S_{\text{SS}} \) is normalized to \( S_{\text{SS}} \) in the same way as Eq. (9).

**Solvent accessibility term**

The relative solvent accessible area (SAA) of the target is also obtained by SABLE. The absolute SAA of the template read from DSSP is normalized using Chothia’s extend state accessible area to obtain the relative SAA. A two-state classification is applied for the relative SAA, that is, buried (relative SAA \( \leq 25\% \)) and exposed (relative SAA \( > 25\% \)).

### Table I

<table>
<thead>
<tr>
<th>Predicted structure in a target (SS)</th>
<th>Actual helix</th>
<th>Sheet</th>
<th>Coil</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicted helix</td>
<td>1.38</td>
<td>3.83</td>
<td>-1.86</td>
</tr>
<tr>
<td>Predicted sheet</td>
<td>-3.40</td>
<td>1.54</td>
<td>-1.21</td>
</tr>
<tr>
<td>Predicted coil</td>
<td>-1.19</td>
<td>-0.70</td>
<td>0.81</td>
</tr>
</tbody>
</table>

The values are adopted from Wang and Dunbrack (2004).

### Amino acid contact potential

A two-body statistical amino acid contact potential is used. The potential is computed using the same set of representative protein structures as used for the mainchain angle potential. The quasi-chemical approximation
is used for the reference state, and the contact of a residue pair is defined as 4.5 Å between any side-chain heavy atoms from the residue pair. The raw value is normalized to have the average of 0 and the standard deviation of 1.

For a target protein sequence \( A (a_1, a_2, \ldots, a_{l_A}) \) aligned with a template protein \( B (b_1, b_2, \ldots, b_{l_B}) \), residues that are in contact with an amino acid \( a_i \) in the target \( A \) are determined based on the residue contact pattern of the template \( B \). \( L_A \) and \( L_B \) are the length of the target \( A \) and the template \( B \), respectively. To state this more precisely, let us introduce two functions, \( T \), which represents a target–template alignment, and, \( \delta \), which represents amino acid contacts in a protein structure.

Suppose residues \( a_i \) and \( a_j \) in the target protein \( A \) are aligned with \( b_i \) and \( b_j \) in the template, respectively:

\[
\begin{align*}
 b_i &= T(a_i), & b_j &= T(a_j) \text{ or } \\
 a_i &= T^{-1}(b_i), & a_j &= T^{-1}(b_j)
\end{align*}
\] (13)

The function \( T \) corresponds a residue in a target with a residue in a template, which is aligned with the target residue in a given target–sequence alignment. \( T^{-1} \) is the inverse function of \( T \).

Let \( \delta \) denotes residue contacts in a protein structure:

\[
\delta_{b_i, b_j} = \begin{cases} 
1, & \text{when } b_i \text{ and } b_j \text{ are in contact} \\
0, & \text{otherwise}
\end{cases}
\] (14)

Then, the residue contact score for a target residue \( a_i \), which is aligned with a template residue \( b_j (= T(a_i)) \), that is, \( S_{\text{contact}}(a_i, b_j) \), is defined as

\[
S_{\text{contact}}(a_i, b_j) = \sum_{l_B} \delta_{b_i, b_j} C(\text{AA}(a_i), \text{AA}(T^{-1}(b_j)))
\] (15)

Here, \( L_B \) is the length of the template protein \( B \), the function \( \text{AA} \) denotes the amino acid type (e.g., Ala, Trp, etc.) of the specified amino acid in the protein, and \( C(a, b) \) is the contact potential value for the amino acid pair \( (a, b) \). Hence, the contacting residues for \( a_i \) are taken from the target, under the assumption that the residue contact pattern is conserved between the target and the template. Thus, the residue contacts are taken from the template \( B \), whereas the types of contacting residues are taken from the target itself.

Equation (15) provides the contact score given a target–template alignment. However, we need to design a way to implement the contact potential in the DP-based threading algorithm because the DP cannot optimize the alignment for the two-body contact potential, which considers long-range interactions. We test the following two strategies, both of which take advantage of the use of suboptimal alignments:

**Re-ranking strategy**

In this strategy, we first compute optimal and suboptimal alignments for a template and a target using the compatibility score excluding the amino acid contact term. Then, the alignments are re-ranked by the score with the contact term. The compatibility score, \( S(a_i, b_j) \), without the contact term used for the initial alignment is as follows for a target residue \( a_i \) and a template residue \( b_j \):

\[
S(a_i, b_j) = w_{\text{profile}} S_{\text{profile}}(a_i, b_j) + w_{\text{SS}} S_{\text{SS}}(a_i, b_j) + w_{\text{SSA}} S_{\text{SSA}}(a_i, b_j) + w_{\angle} S_{\angle}(a_i, b_j)
\] (16)

where \( S_{\text{profile}}(a_i, b_j), S_{\text{SS}}(a_i, b_j), S_{\text{SSA}}(a_i, b_j), \) and \( S_{\angle}(a_i, b_j) \) are the terms for the profile, the secondary structure matching, the solvent accessibility, and the main-chain angle potential, respectively. All of these scores are rescaled to have the standard normal distribution as proposed by Wang and Dunbrack.24 \( w_{\text{profile}} \), \( w_{\text{SS}} \), \( w_{\text{SSA}} \), and \( w_{\angle} \) are the weighting parameters for the corresponding scoring terms. The values for the weighting parameters range from 0 to 1, and they sum up to 1:

\[
w_{\text{profile}} + w_{\text{SS}} + w_{\text{SSA}} + w_{\angle} = 1
\] (17)

In the re-ranking stage, the optimal and suboptimal target–template alignments are re-ranked by the compatibility score with the contact term:

\[
S_{\text{rerank}}(a_i, b_j) = (1 - w_{\text{contact}}) S(a_i, b_j) + w_{\text{contact}} S_{\text{contact}}(a_i, b_j)
\] (18)

where \( 0 < w_{\text{contact}} < 1 \). To compute the \( S_{\text{contact}} \) term, the contacting amino acids for each residue \( a_i \) in the target are taken from the target itself according to the precomputed alignment [Eqs. (13) and (14)]. We use Eq. (18) [integrated with Eq. (15)] to recompute the score of each residue \( a_i \) in the target aligned with \( b_j \) in the template, without changing the alignment itself. Thus, the compatibility score for each of the optimal and suboptimal alignments is updated, and, thus, the order of the alignments changes. Finally, we choose the alignment with the best score as the new optimal alignment for the target and the template.

**Probabilistic handling of residue contacts**

This strategy uses suboptimal alignments for considering residue contacts in a probabilistic fashion. In the first pass, optimal and suboptimal alignments are generated by Eq. (16), which does not contain the contact term. Because these initial alignments provide a tertiary structure of the target protein, we can extract contacting residues for a given amino acid position from the target protein itself.

Using the set of optimal and suboptimal alignments, the contact term, Eq. (15), is modified as follows:

\[
S_{\text{contact}}(a_i, b_j) = \frac{1}{N} \sum_{n=1}^{N} \sum_{l_B} \delta_{b_i, b_j} C(\text{AA}(a_i), \text{AA}(T^{-1}_n(b_j))),
\] (19)
where $N$ is the total number of suboptimal alignments considered. A new index, $n$, is introduced, which specifies the rank of each suboptimal alignment. Thus, residue contacts are considered in a probabilistic way. For example, the number of times two amino acids $a_i$ and $a_j$ in the target are considered to be in contact with the probability of

$$\frac{1}{N} \sum_{n=1}^{N} \delta_{T_n(a_i), T_n(a_j)}$$  \hspace{1cm} (20)

In the second pass of computing target–template alignments, Eq. (18) with the probabilistic contact [Eq. (19)] is applied to update optimal and suboptimal alignments by DP algorithm. Because the score of aligning each residue pair in the target and the template, $(a_i, b_j)$, for $1 \leq i \leq L_A$ and $1 \leq j \leq L_B$ to be used in the DP has changed by adding the probabilistic contact term from the original score [Eq. (16)], the resulting optimal and suboptimal alignments will change. Now the updated optimal and suboptimal alignments change contacting residues for target residues, and, thus, the contact term [Eq. (19)] is updated by the new optimal/suboptimal alignments at each iteration. Therefore, a subsequent iteration will further change the alignments. The alignment computation is iterated until the fourth pass is completed or the optimal alignment converges. The convergence of the alignments is measured by the ALD score (0.05 or lower), which compares two alignments based on the paths in the DP matrix.\(^{46}\)

### Suboptimal alignments

The suboptimal alignments are computed with the algorithm proposed by Vingron and Argos.\(^{34}\) The total number of 0.01 * $L_{\text{target}}$ * $L_{\text{template}}$ suboptimal alignments are computed. $L_{\text{target}}$ and $L_{\text{template}}$ are the length of target and the template proteins, respectively. The algorithm first computes alignments in the forward direction as usual and also in the backward direction using the DP algorithm. By design, the alignment score stored at each cell in the forward DP matrix (i.e., the DP matrix used in the forward alignment) indicates the best score to align the two proteins up to that position in the two proteins. In the same way, each cell in the backward DP matrix contains the best score to align the two proteins backward up to that position. Next, a combined matrix is computed by summing up the scores at each cell, $(i, j)$, in the two DP matrices and then subtracting the pairwise score for aligning residue $i$ and $j$. Now the score at each position $(i, j)$ in the combined matrix is the best possible score for aligning the two proteins with the condition that residue $i$ and $j$ should be aligned with each other. Finally, the scores in the combined matrix are sorted in the descending order, and the whole alignment that trespass each selected position is constructed by tracing back the forward and backward alignments in the forward and backward DP matrices, respectively.

### Parameter optimization and the benchmark on the testing data sets

Seven parameters (five weighting factors, an open gap penalty, and an extension gap penalty) are optimized based on the ProSup alignment data set.\(^{72}\) Combinations of the values of parameters are essentially explored exhaustively for most of the combinations of the parameter values with an interval of 0.1. The combination that gives the highest alignment accuracy that is computed as the total number of correctly aligned amino acid pair is chosen.

For testing SUPRB with the optimized parameters, we use two independent data sets from the training set (the ProSup set): the SALIGN data set\(^ {38}\) is used for examining the alignment accuracy, and the Lindahl and Eloffson (L-E) data set\(^ {60}\) is used for testing both the alignment accuracy and the template recognition accuracy. The alignment accuracy on the SALIGN set is defined as the fraction of the correctly aligned residue pairs, which are determined by structural alignments by TM-Align.\(^ {73}\)

In the template recognition, the raw sequence-structure compatibility score, $S_{\text{raw}}$ is normalized by the length of the template and the target:

$$S_{\text{norm}} = \frac{2 \cdot S_{\text{raw}}}{L_{\text{template}} + L_{\text{target}}}$$  \hspace{1cm} (21)

which are then ranked by the Z-score:

$$Z = \frac{S_{\text{norm}} - \mu}{\sigma}$$  \hspace{1cm} (22)

where $\mu$ is the mean and $\sigma$ is the standard deviation computed for all the templates in the L-E set.

### Availability of the software

The executable file of SUPRB, the main-chain angle potential, the contact potential, and the template-based models analyzed in this study are made available at our website: [http://kiharalab.org/suprb](http://kiharalab.org/suprb). In addition, the source code for computing the SPAD score is also made available at [http://kiharalab.org/subalignment/](http://kiharalab.org/subalignment/).

### RESULTS

First we show that suboptimal solutions of target–template alignments contain significant number of correctly aligned residues and correct residue contacts. Then, we show that suboptimal alignments also improve accuracy of structure models when applied to a homology modeling program, Modeller.\(^ {49}\) Finally, we examine the performance of the SUPRB threading algorithm that uses
suboptimal alignments for handling a residue contact potential.

Correctly aligned residues and contacting pairs in suboptimal alignments

The accuracy of template-based prediction depends on the amount of residue pairs from the target and the template, which are correctly matched in the alignment. Previous works\textsuperscript{33,34,43,44} showed that there are often cases that a suboptimal alignment of a sequence pair have more correctly aligned residues than the optimal (i.e., top-scoring) alignments. Rather than a sequence alignment score (e.g., a BLOSUM matrix\textsuperscript{74}) used in the previous works, we use a sequence-structure compatibility score [Eq. (16)] to align target sequences to template structures in the SALIGN data set. We count correctly aligned residues and correct contacting pairs found in up to the top 100 scoring target–template alignments.

On average, only 54.1\% of residues in the target are correctly aligned in the optimal alignment ($x = 1$) (Fig. S1, Supporting Information). Considering more suboptimal alignments increases the number of correctly aligned residues. When 100 suboptimal alignments are taken into account, the fraction of the correctly aligned residues reach to 67.3\%, which is a 13.2\% point increase compared with the optimal alignment.

In Figure 1, we ask a different question regarding the alignment accuracy of suboptimal alignments: After all, which alignment among the top 100 scoring alignments is the most correct? To our surprise, overall, the accuracy of the suboptimal alignments seems to be irrelevant to their ranks. The highest count\textsuperscript{17} is observed both at the rank of 1–5, but it ties with the count at the ranks of 80–85. Thus, correctly aligned residue pairs frequently occur in low-ranked suboptimal alignments, and, moreover, the accuracy and the rank of the alignments do not show correlation. Alignments at the rank of 1–5 tend to be relatively accurate (Fig. 1), but accumulating the top five alignments only yields a marginal gain of the accuracy of 55.7\% (Fig. S1, Supporting Information). Therefore, not only the top few suboptimal alignments but also lower-ranked suboptimal alignments will contribute in improving the alignment accuracy.

Next, we examine the accuracy of the optimal and suboptimal alignments in terms of the residue contacts. Contacting residue pairs observed in a template protein structure are transferred to a target protein based on the target–template alignment, and the accuracy of the contacts in the target protein is evaluated. On average, the optimal alignment contains 37.0\% of actual contacts in target proteins and considering up to the top 100 scoring alignments increases the fraction to 49.0\% (Fig. S2, Supporting Information). Figure 2 shows the histogram of the rank of the alignment from which the largest number of correct residue contacts is transferred to the target. This histogram again illustrates that the accuracy of alignments (in terms of the contacting residue pairs) has no correlation to the rank at all.

Figure 3 shows two examples that a suboptimal alignment has more correct residue contacts than in the opti-
The first example is the optimal alignment and the 100th alignment between 1ad1B and 1dioA, both of which have the TIM barrel fold. The optimal alignment [Fig. 3(A)] only covers 11.1% of the residue contacts, whereas the suboptimal alignment found at the 100th [Fig. 3(B)] captures a larger number of correct contacts in α-helices and between parallel β-strands, resulting in the increase of the correct contact coverage to 30.5%. The second example is 1barA aligned with 1xyfA (β trefoil fold). The optimal alignment [Fig. 4(C)] has a shift in the alignment that causes a small coverage of 5.1% of the actual contacts. On the other hand, the 70th suboptimal alignment correctly captures most of the contacts between antiparallel β-strands, resulting in the correct contact coverage of 23.2%.

As Figure 1 shows, the rank of individual suboptimal alignment does not tell the accuracy of residue contacts implied from the alignment. In Figure 4, we investigate whether residue contacts that occur more frequently among the suboptimal alignments tend to be more accurate than less frequent ones, which turned out to be true. It is shown in Figure 4 that the number of occurrences of residue contacts in suboptimal alignments correlates well with the accuracy. 65.6% of the residue contacts, which occur in more than 90% of the suboptimal alignments, are correct. This value is larger than the average accuracy of the residue contacts indicated by the optimal alignments (i.e., the number of correctly predicted residue contacts among the residue contacts implied from the optimal alignments), which is 48.2%.

Figure 3
Residue contact maps of target proteins indicated by target–template alignments. Two contact maps are compared for a target protein, one indicated from the top-scoring alignment and another one from a suboptimal alignment, which is the most correct in terms of residue contacts. A: The contact map of the target protein, 1ad1B, indicated by the top-scoring alignment with a template, 1dioA. Black, the actual contacting residues of 1ad1B; purple, contacting residues indicated from the alignment with 1dioA. B: The contact map of 1ad1B indicated by the 100th suboptimal alignment with the 1xyfA (green). C: The contact map of 1barA; black, the actual contacting residues of 1barA; purple, contacts indicated by the top-scoring alignment with a template, 1xyfA. D: Residue contacts of 1barA indicated by the 70th suboptimal alignment (green).
Using suboptimal alignments for template-based modeling

In this section, we show practical usefulness of the suboptimal alignments by using them in a popular homology modeling tool, Modeller. Conventionally, homology modeling procedure uses only the optimal alignment between a target and a template to build the final three-dimensional coordinates model. On the other hand, several recent studies investigated the use of multiple templates to improve the model.75–77 However, improving the model accuracy with multiple templates is not trivial because incorporation of additional templates can lead to deterioration of the model quality.75 We compare models that are built based on the single (optimal) alignment between the target and a single template, termed SAli-ST (single alignment-single template) models, with models based on multiple alignments (optimal and suboptimal alignments), termed MAli-ST (multiple alignment-single template) models. We also examine models that are based on multiple templates, that is, comparison between SAli-MT (single alignment-multiple template) models (i.e., the optimal alignment for each of multiple templates) and the MAli-MT (multiple alignments for each of multiple templates) models. For the MAli-ST and MAli-MT models, four suboptimal alignments are added on top of the optimal alignment for each template as the input to Modeller (i.e., total of five alignments are used). For this testing, we used target proteins used in the CASP7 (critical assessment of techniques for protein structure prediction).78 Five template structures for a target are selected by considering consensus among those selected by our own threading method, a prior version of SUPRB, SP426, RAPTOR_ACE,79 and FOLDPRO,80 of which the last four are the server predictions that are made available through the CASP7 official website (http://www.predictioncenter.org/casp7/Casp7.html). Such a consensus approach is commonly used and some of them have been successful in the past CASP experiments.81,82

The alignment between a target and a template are computed with the probabilistic residue contact strategy [Eq. (19)]. Unaligned regions at both ends of the targets are removed if they are more than 20 residues long because Modeller tends to generates unrealistic floppy conformation for such regions. All the models analyzed are made available at our website (http://www.kiharalab.org/suprb). The models are evaluated by the RMSD, the GDT-TS score,62 and the TM-score73 to the native structure. The RMSD are computed by LGA.62

First, we examine the effect of suboptimal alignments in structure prediction with a single template by comparing the SAli-ST and the MAli-ST models [Fig. 5(A–C) and Table II]. Using suboptimal alignments (MAli-ST models) improves the RMSD over the SAli-ST models in 68.1% (261 of 383) cases. Although the average RMSD value of the MAli-ST models, 13.33 Å, may not seem largely improved from that of the SAli-ST models (13.73 Å), significant improvement of the MAli-ST model over the corresponding SAli-ST model, for example, an improvement larger than 2 Å, is often observed [Fig. 5(B)]. When models are evaluated by the GDT-TS and the TM-score, improvement by MAli-ST models over SAli-ST models is observed in 65.0% and 68.9% of the cases, respectively (Table II). Figure 5(B,C) shows that improvement by MAli-ST is larger than deterioration in general both in the GDT-TS [Fig. 5(B)] and the TM-score [Fig. 5(C)].

Two examples in Figure 6 illustrate how suboptimal alignments improve the RMSD in MAli-ST models. Models of two CASP7 targets, T0308 (PDB code: 2h57) and T0345 (PDB code: 2he3) are shown. In the first example, the MAli-ST model [Fig. 6(A)] of T0308 has an RMSD of 5.2 Å, whereas the RMSD of the SAli-ST model is 6.9 Å [Fig. 6(B)]. Compared with the structure-based alignment between the target and the template (PDB code: 2fol), the optimal alignment has a larger shift in the region around the position 105–140 [Fig. 7(A)], which corresponds to the loop region indicated with a circle in Fig. 6(A).

For the second example, the MAli-ST model for T0345 [Fig. 6(D)] shows a large RMSD improvement from 13.8 Å by the SAli-ST model [Fig. 6(C)] to 7.3 Å. The large unstructured loop region at around residue 105–145 built by Modeller in the SAli-ST model [Fig. 6(C)] is due to
the large alignment shift of that region in the optimal alignment [Fig. 7(B)]. However, interestingly, suboptimal alignments have a shift to the opposite direction in that region, which cancelled out with the shift by the optimal alignment in the modeling.

We have also examined application of suboptimal alignments to structure models using multiple templates by comparing SAli-MT and MAli-MT models [Fig. 5(D–F) and Table II]. We did not observe significant improvement by the MAli-MT models. The average RMSD value of the
MAli-MT shows a marginal improvement over SAli-MT; however, the number of improved cases by the MAli-MT ties with deteriorated cases (32 cases each). The average GDT-TS score and the TM-score also show marginal improvement. The quality of the MAli-MT and SAli-MT models depends certainly on the quality of templates used and how the templates are combined. Investigation of a better way of integrating multiple templates and suboptimal alignments is left as a future study.

Performance of SUPRB in the alignment accuracy

Finally, we examined the effect of the residue contact term for SUPRB implemented by using suboptimal alignments. This section describes results of the alignment accuracy of SUPRB, whereas the template recognition accuracy is reported in the subsequent section. As described in Methods, two strategies are used to incorporate the contact term: In the re-ranking strategy, target–template alignments (including optimal and suboptimal alignments) computed with the local scoring terms [Eq.

### Table II
Comparison of the Single Alignment and Multiple Alignment Models for CASP7 Targets

<table>
<thead>
<tr>
<th>Models built on a single template</th>
<th>Wins/average (Å)</th>
<th>Models built on multiple templates</th>
<th>Wins/average (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Models built on a single template</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SAli-ST</td>
<td>122/13.73</td>
<td>MAli-ST</td>
<td>281/13.13</td>
</tr>
<tr>
<td>RMSD</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>122/13.73</td>
<td></td>
<td>281/13.13</td>
<td></td>
</tr>
<tr>
<td>GDT-TS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>134/19.97</td>
<td></td>
<td>249/20.81</td>
<td></td>
</tr>
<tr>
<td>TM-score</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>119/0.570</td>
<td></td>
<td>264/0.585</td>
<td></td>
</tr>
<tr>
<td>Models built on multiple templates</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SAli-MT</td>
<td>32/10.92</td>
<td>MAli-MT</td>
<td>32/10.80</td>
</tr>
<tr>
<td>RMSD</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23/17</td>
<td></td>
<td>38/25.40</td>
<td></td>
</tr>
<tr>
<td>GDT-TS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23/17</td>
<td></td>
<td>38/25.40</td>
<td></td>
</tr>
<tr>
<td>TM-score</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>32/0.644</td>
<td></td>
<td>32/0.650</td>
<td></td>
</tr>
</tbody>
</table>

*SAli-ST, structure models built on the optimal alignment with a single template structure; MAli-ST, models built on five (optimal and four suboptimal) alignments with the same single template structure as used in the SAli-ST models. Wins count the number of cases either SAli-ST or MAli-ST model has a smaller RMSD, a larger GDT-TS, or a larger TM-score, than the other. The number of models examined is about five times more than the SAli-MT and MAli-MT models since here models based on each template (thus five models) for a target are examined.

bSAli-MT, structure models built on the optimal alignment with five template structures; MAli-MT, models built on five alignments with the same five template structures as used in the SAli-MT models. Targets were discarded when Modeller could not compute Mali-MT models.

cThere are three ties between SAli-MT and Mali-MT models in terms of the GDT-TS score.

Figure 6
Optimal alignment-based models and suboptimal alignment-based models of two CASP targets. Structural models are generated by Modeller. Models (shown in magenta) are superimposed to the native structure (green). A: The model of T308 based on the optimal alignment with the template structure, 2fol. The PDB code for the native structure of T308 is 2h57. B: The model of T308, which was computed based on five alternative target–template alignments. The same template, 2fol, was used. C: The optimal alignment-based model of T0345. The PDB code for T0345 is 2he3. 1st9 was used as the template. D: The multiple-alignment based model for T0345.
are then re-ranked by the score that includes the contact term [Eq. (18)]. The second strategy is to handle residue contacts in a probabilistic fashion taking advantage of the suboptimal alignments [Eqs. (18) and (19)].

Table III lists the weighting factors trained on the Prosup data set. Terms are added one by one to the compatibility score starting from the sequence profile term. Then, the weighting factors and the opening/extending
gap penalties are trained each time a new term is added to the score. It is shown that adding more terms consistently improves the alignment accuracy (considering the exact agreement); 7.8% points, 1.9, 0.4, and 1.6 for the re-ranking strategy, I, in the table or 2.1 (for the probabilistic contacts, II) improvement is observed by adding the secondary structure (SS) term, the solvent accessibility (SAA) term, the main-chain angle (Ang) term, and the residue contact (Cont) term, respectively. Particularly, it is noteworthy that adding the contact potential improves the results both by the re-ranking strategy (I) and the probabilistic handling of contact potential (II). Comparing the two strategies, the probabilistic contacts (II) performs better than the re-ranking strategy (I) (accuracy improvement: 1.66% points and 2.1% points for I and II, respectively), indicating that the probabilistic contacts use suboptimal alignments more effectively to capture residue contact information. We conducted the paired t-test to examine the statistical significance of the improvement observed at each time a new term is added. Using the P-value threshold value of 0.05, the improvements are considered to be significant for almost all the cases, except for two cases (the P-value of 0.146 for adding the angle potential when the exact matches are counted and 0.09 for adding the solvent accessibility term when matches ±4 residues are counted as correct).

The trained parameters are further tested on the SALIGN data set (Table IV). The scoring terms are added one by one with the weighting factors trained on the Prosup data set (Table III), and the alignment accuracy is evaluated at each time. The results are essentially consistent with Table III, that is, adding terms improves the accuracy, and the improvements are statistically significant in all the cases other than adding the angle potential term evaluated by the exact matches (P-value 0.098).

We further investigate the alignment accuracy in the two testing data sets, the SALIGN data set (Table V) and the L-E data set (Table VI), using the parameter set optimized for the combination of all the terms (the last row in Tables III and IV). For the probabilistic residue contact strategy, results for iterative updates of suboptimal alignments are shown. The first iteration uses alignments generated with the local scoring terms [Eq. (16)] to define residue contacts, which is then recomputed by DP using the score with the probabilistic residue contacts [Eq. (18)]. The subsequent iteration further updates the alignments by identifying contacting residues based on the alignments of the previous pass and applying the probabilistic residue contact strategy.

The iteration of updating alignments by the probabilistic residue contacts improves the accuracy consistently from 55.07% (the first iteration) to 55.56% at the fourth iteration (Table V). The re-ranking strategy is more accurate (55.15%) than the probabilistic contact strategy at the first iteration (55.07%); however, the probabilistic contact strategy overtakes the re-ranking strategy from the second iteration. When only the optimal alignment is used, the probabilistic contact strategy converges to the “partly thawed” approach proposed by Skolnick and Kihara for a threading program PROSPECTOR, which takes the residue contact information from the optimal sequence-profile-based alignment. The comparison with

### Table III
Weighting Factors Trained on the Prosup Data Set

<table>
<thead>
<tr>
<th>Weighting factor valuesa</th>
<th>Alignment accuracy (%)b</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prof</td>
<td>SS</td>
</tr>
<tr>
<td>1.0</td>
<td>—</td>
</tr>
<tr>
<td>0.8</td>
<td>0.2</td>
</tr>
<tr>
<td>0.7</td>
<td>0.2</td>
</tr>
<tr>
<td>0.6</td>
<td>0.2</td>
</tr>
<tr>
<td>0.5</td>
<td>0.2</td>
</tr>
</tbody>
</table>

aValues are weighting factors for (from left to right): sequence profile, secondary structure, main-chain angle potential, solvent accessibility, residue contact potential, and the last two values are the opening and extension gap penalties. A dash (—) means that the term is not included in the combination.
bThe average percentage of correctly aligned residues in the top-scoring alignments. The column for ±4 residues counts a residue pair as correct when a residue in target is aligned within four residues to the correct partner in the template. In the parentheses, the P-value of the P-pair test is shown. The test evaluates the statistical significance of the average value compared with the one in the previous row.

### Table IV
Alignment Accuracy on the SALIGN Data Set

<table>
<thead>
<tr>
<th>Scoring terms combined</th>
<th>Alignment accuracy (%)c</th>
</tr>
</thead>
<tbody>
<tr>
<td>S_profile</td>
<td>46.5</td>
</tr>
<tr>
<td>S_profile + S_SS</td>
<td>51.3 (9.03 × 10⁻¹²)</td>
</tr>
<tr>
<td>S_profile + S_SAA</td>
<td>53.7 (1.49 × 10⁻⁷)</td>
</tr>
<tr>
<td>S_profile + S_Ang</td>
<td>54.1 (0.008)</td>
</tr>
<tr>
<td>S_SAA + S_Angle</td>
<td>I: 55.2 (1.9 × 10⁻³); II: 85.6 (6.9 × 10⁻⁴)</td>
</tr>
<tr>
<td>S_SAA + S_profile</td>
<td>I: 55.2 (1.9 × 10⁻³); II: 85.6 (6.9 × 10⁻⁴)</td>
</tr>
<tr>
<td>S_Angle + S_contact</td>
<td>II: 55.6 (6.9 × 10⁻⁴)</td>
</tr>
</tbody>
</table>

The weighting factor values and gap penalty values trained on the Prosup data set (Table III) are used.
cIn the parentheses, the P-value of the P-pair test is shown. The test evaluates the statistical significance of the average value compared with the one in the previous row.
the partly thawed approach (54.83%) and the probabilistic contact strategy with the first iteration (55.07%) (Table V) illustrates the positive contribution of the suboptimal alignments in improvement of the accuracy. The re-ranking strategy (55.15%) also performs better than the partly thawed approach. Note that this comparison is intended only to show the positive effect of using suboptimal alignments but not to make performance comparison between SUPRB and PROSPECTOR because there are many practical technical differences between the two threading methods. We decided to set the maximum number of iterations to 4 because the gain in the accuracy decreases monotonically, resulting in a marginal improvement of 0.03% point for the fourth over the third iteration. Using the \( P \)-value cutoff of 0.05, the improvement at each iteration over the previous pass does not show statistical significance (the \( P \)-value of 0.06, 0.095, and 0.76). However, both the re-ranking and the probabilistic contact strategy using four iterations show higher accuracy than the partly thawed approach with statistical significance. Also, the improvement by the probabilistic contact over the re-ranking strategy is statistically significant.

The results on the L-E data set (Table VI) are qualitatively same as in Table V: The re-ranking strategy shows a higher accuracy than the probabilistic contact strategy at the first iteration; however, the latter makes consistent improvement by the subsequent iterative updates of residue contacts and the alignments. The results of the fourth iteration of the probabilistic contact strategy are better than the re-ranking strategy and the partly thawed approach, with the statistical significance for all three similarity levels, the family, the superfamily, and the fold.

**Performance in the template recognition accuracy**

Next, we examine the performance of SUPRB in terms of the template recognition accuracy in comparison with the other existing methods. The benchmark was performed on the L-E data set. Each query protein sequence is aligned with the rest of the proteins in the L-E data set, which are then ranked by the Z-score of the raw alignment score. Retrieved templates are evaluated in the three similarity levels between the target and templates, that is, in the family, the superfamily, and the fold levels. In evaluating the methods for the superfamily level, template hits that belong to the same family with the query are neglected in the list, and counted if a template in the same superfamily (but not in the same family) is hit at the Top1 or within Top5 or not. The same is done for the evaluation at the fold-level accuracy. SUPRB was run with four different scoring schemes: First, the score with the local terms without the residue contact terms [Eq. (16)] was used. Then, the contact term was incorporated either by the re-ranking strategy (I) or by the probabilistic contacts strategy (II). In addition, we also examined another score to rank template hits, which combines the Z-score of the raw score by the probabilistic contact strategy and the SPAD score in the following fashion:

**Table V**

<table>
<thead>
<tr>
<th>Family</th>
<th>Superfamily</th>
<th>Fold</th>
</tr>
</thead>
<tbody>
<tr>
<td>Re-ranking strategy</td>
<td>59.63(%) (partly: 0.018)</td>
<td>29.80 (partly: 0.077)</td>
</tr>
<tr>
<td>Probabilistic contacts</td>
<td>59.24 (re-ranking: 0.018)</td>
<td>29.28 (re-ranking: 0.077)</td>
</tr>
<tr>
<td>First iteration</td>
<td>59.79 (first: 0.011)</td>
<td>30.12 (first: 0.0046)</td>
</tr>
<tr>
<td>Second iteration</td>
<td>60.05 (second: 0.087)</td>
<td>30.50 (second: 0.054)</td>
</tr>
<tr>
<td>Third iteration</td>
<td>60.12 (third: 0.050)</td>
<td>30.55 (third: 0.470)</td>
</tr>
<tr>
<td>Fourth iteration</td>
<td>(re-ranking: 0.016) (partly: 0.00072)</td>
<td>(re-ranking: 0.00038) (partly: 0.00025)</td>
</tr>
<tr>
<td>Partly thawed</td>
<td>59.10</td>
<td>29.45</td>
</tr>
</tbody>
</table>

The average accuracy for alignments at the family, the superfamily, and the fold level similarity is shown. In the parentheses, the \( P \)-value of the paired \( t \)-test is shown. The test is performed to compare the alignment accuracy with the one indicated before the colon. For example, (re-ranking: \( x.xxx \)) and (partly: \( x.xxx \)) are the \( P \)-value computed by comparing with the accuracy observed for the re-ranking strategy and the partly thawed approach, respectively.
$S_{combined} = 0.7 \times Z_{score} - 0.3 \times \ln(\text{SPAD})$  \hspace{1cm} (23)

As the SPAD score measures the consistency of the top-scoring alignment compared with the suboptimal alignments (the lower score more consistent), the $S_{combined}$ score is intended to select reliable (i.e., a low SPAD score, which indicates that alignments are consistent) target-template alignments that have a high $Z$-score. The results by the other existing methods are taken from the article by Liu et al.\textsuperscript{26} The results of the SP5 method are taken from the article by Zhang et al.\textsuperscript{6}

We first examine the performance of the four scoring schemes for SUPRB (last rows in Table VII). The two schemes with the contact potential perform better than SUPRB without contact potential except for Top1 for the fold-level similarity. Interestingly, the re-ranking strategy shows slightly better performance than the probabilistic contacts strategy in the family level (both Top1 and Top5) and ties at Top5 for the fold level. The probabilistic contacts strategy outperforms the re-ranking strategy for the rest of the categories (i.e., Top1 and Top5 for the superfamily and Top1 for the fold level). In the fold recognition, recognizing correct templates with a distinct $Z$-score is also very important. Table VIII shows that the probabilistic contacts strategy and the re-ranking strategy increase the $Z$-score of correct hits over the local score based ranking. The $S_{combined}$ score applied to the probabilistic contacts strategy (the last row in Table VII) did not deteriorate the accuracy if not marginally improved it, except for one case, Top1 in the superfamily level. The improvement by the $S_{combined}$ score was observed for Top5 for the superfamily and both Top1 and Top5 for the fold-level similarity. The P-values calculated by the Mann–Whitney $U$ test shows SUPRB with the probabilistic contacts strategy and the $S_{combined}$ score are significant differences.

### Table VIII

<table>
<thead>
<tr>
<th>Method</th>
<th>Family</th>
<th>Superfamily</th>
<th>Fold</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Top1</td>
<td>Top5</td>
<td>Top1</td>
</tr>
<tr>
<td>SUPRB without contact</td>
<td>8.74</td>
<td>9.41</td>
<td>5.27</td>
</tr>
<tr>
<td>Re-ranking</td>
<td>10.20</td>
<td>9.68</td>
<td>5.42</td>
</tr>
<tr>
<td>Probabilistic contacts</td>
<td>10.56</td>
<td>10.06</td>
<td>5.51</td>
</tr>
</tbody>
</table>

The template recognition results on the L-E data set are used.
Table IX
Comparison With the Other Template Ranking Methods

<table>
<thead>
<tr>
<th></th>
<th>Family</th>
<th>Superfamily</th>
<th>Fold</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Top1</td>
<td>Top5</td>
<td>Top1</td>
</tr>
<tr>
<td>Length normalized score</td>
<td>82.1 (%)</td>
<td>87.3</td>
<td>48.2</td>
</tr>
<tr>
<td>SP4 method</td>
<td>84.3</td>
<td>89.9</td>
<td>53.0</td>
</tr>
<tr>
<td>SUPRB Prob. contacts#</td>
<td>84.5</td>
<td>90.5</td>
<td>56.9</td>
</tr>
<tr>
<td>SUPRB $S_{combined}$ score##</td>
<td>84.5</td>
<td>90.5</td>
<td>56.2</td>
</tr>
</tbody>
</table>

The raw target–template compatibility score by the probabilistic residue contact strategy of SUPRB is transformed in four different schemes.

*Note that only the template ranking method used in SP4 is applied but not the entire SP4 threading method, to the raw compatibility score by the probabilistic residue contact strategy of SUPRB.

*Eq. (21) is applied.

## These values are copied from Table VII.

## Eq. (23) is applied.

cantly better than SUPRB without the residue contact term except for the accuracy measured in the fold-level recognition.

In Table IX, we examine the template ranking method we used [Eq. (21)] in comparison with the two other methods, a normalized score method and the one proposed for SP4 threading methods. In the normalized score method, the raw sequence-structure compatibility score for a template is first normalized by the alignment length, which is then used for ranking templates. In SP4, templates are ranked by the difference between the raw alignment score and the reverse alignment score in which the alignment is made with the reversed query sequence.26 If there is no structural similarity between the first and the second models, templates are re-ranked by the larger one of the two Z-scores, one computed for the raw alignment scores normalized by the alignment length and another one the raw scores normalized by the nongap alignment length. Here, the score from SUPRB computed with the probabilistic contact strategy is considered as the raw score, to which the two alternative methods are applied. The results (Table IX) show that both alternative methods do not work as well as Eq. (21) and the $S_{combined}$ score [Eq. (23)]. These results may not imply general superiority of Eq. (21) and the $S_{combined}$ score over them. Template ranking methods are developed based on the empirical observation of the raw score distribution of particular threading methods and, thus, can be specific to each threading method.

Finally, in comparison with the other existing methods (Table VII), SUPRB is ranked within the best three methods in all the cases other than Top1 for the fold level, for which the results using the $S_{combined}$ score is ranked at fifth (27.7%). The head-to-head comparison between SUPRB using the $S_{combined}$ score and the other methods reveals that SUPRB with $S_{combined}$ score ties with SP4 and SP5 (SUPRB wins at Top1 and Top5 at the family level, Top5 at the superfamily level, and SP4 and SP5 win in the other three cases) and are indeed the best among all. To conclude, the use of suboptimal alignments for incorporating the residue contact potential is effective also in improving the accuracy of template recognition. Moreover, SUPRB shows very competitive results in the template recognition compared with the other existing methods.

Application to CASP8 targets

We apply SUPRB to targets of Critical Assessment of Techniques in Structure Prediction 8 (CASP8; http://predictioncenter.org/casp8) to further compare the performance of SUPRB with the other existing state-of-the-art threading methods. To this end, we selected 28 single-domain human/server targets in the template-based modeling category because assembling structures of multiple domains is beyond the scope of this work. For this test, we prepared a template database of 10,926 proteins, which are selected by the PDB-REPRDB server84 with the threshold value of 40% sequence identity and an RMSD of 6 Å. For a target sequence, the template database is first scanned using SUPRB with the re-ranking strategy to obtain top 50 templates, which are then re-scanned using the probabilistic contact strategy. The tertiary structure of a target is built with Modeller using the five alignments between the recognized template and the target. Manual refinement is not performed.

The results are shown in Table X and Figure 8. The correct template is recognized as the top hit for 21 of the 28 targets, and considering top five templates increases it to 22. We also compute the average GDT-TS score of the Top1 ranked model and the best among the top five models and compared it with all the other 72 servers participated in CASP8. The average GDT-TS score of the Top1 model by SUPRB is 58.55, which would rank at the 11th among the servers on these targets (Fig. 8). As shown in the figure, the difference of the score to higher ranked servers is small; for example, the score difference to the second server, TS429 (Pcon_multi), is 1.99. The difference to the top server (TS426, Zhang-server) is 5.07. Building an accurate tertiary structure model based on a correct template by threading needs additional key developments, which many of the top servers have implemented, such as building the structure of unaligned regions and main-chain optimization for the target sequence starting from the template structure.55 Here, we simply used Modeller for those tasks. Although there are differences in the servers in the types of implemented methods and their complications, the results show the competitive performance of SUPRB among the other existing methods.

Computational time of SUPRB

The two strategies of SUPRB, the re-ranking strategy and the probabilistic contact strategy, obviously take more time than computing only the optimal target–tem-
plate alignment using a regular DP because they compute suboptimal alignments. Table XI shows the execution time (user time) of SUPRB for two examples on a Linux machine with an Intel i7 2.67-GHz processor and 12 Gb memory. For both SUPRB strategies, $0.01 \times l_{\text{target}} \times l_{\text{template}}$ suboptimal alignments are computed, where $l_{\text{target}}$ and $l_{\text{template}}$ are the length of target and the template proteins, respectively. SUPRB I, the re-ranking strategy; SUPRB II, the probabilistic residue contact strategy with five iterations.

### Table X

<table>
<thead>
<tr>
<th>Target</th>
<th>Recognized template</th>
<th>Template correctness</th>
<th>GDT-TS</th>
</tr>
</thead>
<tbody>
<tr>
<td>T0389</td>
<td>2oucA</td>
<td>X</td>
<td>71.08</td>
</tr>
<tr>
<td>T0393</td>
<td>2f1kA (2g2kA)</td>
<td>X</td>
<td>63.99 (64.78)</td>
</tr>
<tr>
<td>T0395</td>
<td>1surA</td>
<td>X</td>
<td>53.78</td>
</tr>
<tr>
<td>T0396</td>
<td>1jr6A</td>
<td>X</td>
<td>88.24</td>
</tr>
<tr>
<td>T0399</td>
<td>1q71A</td>
<td>—</td>
<td>36.57</td>
</tr>
<tr>
<td>T0401</td>
<td>2pagA</td>
<td>X</td>
<td>60.43</td>
</tr>
<tr>
<td>T0407</td>
<td>2hqaA</td>
<td>X</td>
<td>57.04</td>
</tr>
<tr>
<td>T0411</td>
<td>1y8A (1e0cA)</td>
<td>X</td>
<td>69.28 (72.88)</td>
</tr>
<tr>
<td>T0415</td>
<td>1c8cA</td>
<td>X</td>
<td>71.50</td>
</tr>
<tr>
<td>T0419</td>
<td>2pirA</td>
<td>X</td>
<td>45.65</td>
</tr>
<tr>
<td>T0421</td>
<td>2pirA</td>
<td>X</td>
<td>51.24</td>
</tr>
<tr>
<td>T0425</td>
<td>1xnaA</td>
<td>X</td>
<td>56.98</td>
</tr>
<tr>
<td>T0427</td>
<td>1hr6A (1bcaA)</td>
<td>X</td>
<td>50.80 (66.06)</td>
</tr>
<tr>
<td>T0440</td>
<td>1m65A</td>
<td>X</td>
<td>49.64</td>
</tr>
<tr>
<td>T0443</td>
<td>2abk</td>
<td>—</td>
<td>42.05</td>
</tr>
<tr>
<td>T0449</td>
<td>1smnA (1zcq)</td>
<td>—</td>
<td>55.24 (61.52)</td>
</tr>
<tr>
<td>T0451</td>
<td>1s5aA (1muaA)</td>
<td>X</td>
<td>65.55 (67.13)</td>
</tr>
<tr>
<td>T0454</td>
<td>1p6bA</td>
<td>X</td>
<td>93.27</td>
</tr>
<tr>
<td>T0457</td>
<td>2q6bA</td>
<td>X</td>
<td>52.45</td>
</tr>
<tr>
<td>T0464</td>
<td>2i6A (2hfiA)</td>
<td>—</td>
<td>45.29 (51.81)</td>
</tr>
<tr>
<td>T0469</td>
<td>2hfaA</td>
<td>X</td>
<td>76.19</td>
</tr>
<tr>
<td>T0474</td>
<td>1p4HA</td>
<td>X</td>
<td>83.54</td>
</tr>
<tr>
<td>T0476</td>
<td>1h55A</td>
<td>X</td>
<td>46.84</td>
</tr>
<tr>
<td>T0480</td>
<td>1d06A</td>
<td>X</td>
<td>68.33</td>
</tr>
<tr>
<td>T0489</td>
<td>1yqaA</td>
<td>X</td>
<td>34.64</td>
</tr>
<tr>
<td>T0495</td>
<td>1ge1A (2p14A)</td>
<td>— (X)</td>
<td>30.76 (40.29)</td>
</tr>
<tr>
<td>T0498</td>
<td>1pqx (1m0kA)</td>
<td>—</td>
<td>35.56 (37.78)</td>
</tr>
<tr>
<td>T0499</td>
<td>2id6A (2g6dA)</td>
<td>X</td>
<td>83.48 (84.38)</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td>58.55 (60.23)</td>
</tr>
</tbody>
</table>

A structure model ranked at Top1 is listed. If a better model is found within Top5 ranked models, it is shown in the parentheses.

* A template is considered to be correct for a target if it appears in the template list provided by the CASP8 organizers found at http://predictioncenter.org/download_area/CASP8/list_of_templates.txt.

### Table XI

<table>
<thead>
<tr>
<th>Target</th>
<th>Target length (aa)</th>
<th>Template length</th>
<th>Regular DP (s)</th>
<th>SUPRB I</th>
<th>SUPRB II</th>
</tr>
</thead>
<tbody>
<tr>
<td>T0389</td>
<td>83</td>
<td>77</td>
<td>0.25</td>
<td>0.66</td>
<td>2.70</td>
</tr>
<tr>
<td>T0411</td>
<td>218</td>
<td>186</td>
<td>1.48</td>
<td>8.83</td>
<td>43.95</td>
</tr>
</tbody>
</table>

The regular DP computes only the optimal alignment between the target and the template. Here, SUPRB I and SUPRB II compute $0.01 \times l_{\text{target}} \times l_{\text{template}}$ suboptimal alignments, where $l_{\text{target}}$ and $l_{\text{template}}$ are the length of target and the template proteins, respectively. SUPRB I, the re-ranking strategy; SUPRB II, the probabilistic residue contact strategy with five iterations.

### DISCUSSION

In this article, we investigated the effect of using suboptimal alignments in template-based structure prediction. Aligning two protein sequences is not trivial, especially when they do not have significant sequence similarity. We showed that suboptimal alignments are often more accurate than the optimal one, and such accurate suboptimal alignments can occur even at a very low alignment score rank. Moreover, lower-ranked suboptimal alignments contain a significant number of correct amino acid residue contacts. Benefits of suboptimal alignments can be immediately enjoyed by using them as input for a template-modeling tool, Modeller, by feeding a set of alternative alignments rather than a single optimal alignment between a target and a template. Finally, we used suboptimal alignments in handling a contact potential in a probabilistic way in a threading program, SUPRB. The probabilistic contacts strategy outperforms the partly thawed approach, which only uses the optimal alignment in defining residue contacts and the re-ranking strategy, which uses the contact potential in re-ranking alignments. To the best of our knowledge, this is the first time that the effect of the suboptimal alignments in structure prediction is thoroughly investigated and that the suboptimal alignments are implemented for using a contact potential for template-based modeling. The probabilistic handling of residue contacts may also be useful.

---

**Table X**

Performance on CASP8 Template-Based Modeling Targets

**Table XI**

Computational Time of Target–Template Alignments by SUPRB

**Figure 8**

The average GDT-TS score of Top1 models of CASP8 template-based model targets of the servers. SUPRB is shown with the dark gray bar and the other servers are shown in pale gray.
to capture changes in residue contact on protein motion. Our approach can be implemented in any DP-based template-based structure prediction methods. Although we have not addressed in this article, we would like to mention that suboptimal alignments are also useful in assessing the quality of template-based models, as we showed in related works.45–47

A residue contact potential is unique among the other commonly used scoring terms in threading methods in the sense that it directly represents long-range interaction85 of amino acids in the tertiary structure. Such long-range interaction is not well captured by one-body scoring terms, such as sequence-profile terms, secondary structure terms, or residue environment terms.86 Hence, a residue contact potential will be a key for success in recognizing very distantly related template structures, which share virtually no sequence similarity with a target protein. However, a recent trend in template-based structure prediction methods is to rely heavily on sequence-based information and occasionally on some one-body potentials but not two-body contact potentials. There are two main reasons for this trend. First, sequence-information has become more and more useful as the amount of sequences in databases grows rapidly and new effective approaches have been developed for using the sequence and local structure information.5 Second, a residue contact potential is cumbersome to handle in template recognition because the optimal alignment for a contact potential cannot be obtained with a conventional DP algorithm. In addition, it should be also noted that a residue contact pattern is not necessarily conserved even in proteins of the same family;44 thus, simply copying contacting residue pairs from a template may not be the best way to use contact information.

Despite all these challenges, we believe that it is worthwhile to revisit residue contact potentials in template-based prediction because using sequence-structure compatibility terms rather than sequence similarity-based terms is logically the only way to find template structures with virtually no sequence similarity to a target. Such distantly related template structures are expected to be made available in an increasing pace because of the progress of experimental protein structure determinations. It is also noteworthy that the number of template structures needed for structure modeling of the entire protein space will be reduced once methods are established for detecting and using very distantly related structures for target proteins.16

Recent studies have reported technical improvement in computing alignments once an appropriate template is recognized for a target protein.24,87,88 However, templates should be identified in the first place for using such advanced alignment techniques. Therefore, both techniques, that is, distant template recognition and optimizing target–templates alignments, should be developed in a good harmony between each other to further advance our technology of template-based protein structure prediction.
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