Estimating quality of template-based protein models by alignment stability
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ABSTRACT

The error in protein tertiary structure prediction is unavoidable, but it is not explicitly shown in most of the current prediction algorithms. Estimated error of a predicted structure is crucial information for experimental biologists to use the prediction model for design and interpretation of experiments. Here, we propose a method to estimate errors in predicted structures based on the stability of the optimal target-template alignment when compared with a set of suboptimal alignments. The stability of the optimal alignment is quantified by an index named the SubOptimal Alignment Diversity (SPAD). We implemented SPAD in a profile-based threading algorithm and investigated how well SPAD can indicate errors in threading models using a large benchmark dataset of 5232 alignments. SPAD shows a very good correlation not only to alignment shift errors but also structure-level errors, the root mean square deviation (RMSD) of predicted structure models to the native structures (i.e. global errors), and local errors at each residue position. We have further compared SPAD with seven other quality measures, six from sequence alignment-based measures and one atomic statistical potential, discrete optimized protein energy (DOPE), in terms of the correlation coefficient to the global and local structure-level errors. In terms of the correlation to the RMSD of structure models, when a target and a template are in the same SCOP family, the sequence identity showed a best correlation to the RMSD; in the superfamilial level, SPAD was the best; and in the fold level, DOPE was best. However, in a head-to-head comparison, SPAD wins over the other measures. Next, SPAD is compared with three other measures of local errors. In this comparison, SPAD was best in all of the family, superfamilial and the fold levels. Using the discovered correlation, we have also predicted the global and local error of our predicted structures of CASP7 targets by the SPAD. Finally, we proposed a sausage representation of predicted tertiary structures which intuitively indicate the predicted structure and the estimated error range of the structure simultaneously.

INTRODUCTION

Protein tertiary structure prediction from its amino acid sequence is one of the most actively studied research topics in computational biology.¹–³ It is now possible, if not always, to build a very accurate model whose error is close to the resolution of experimentally determined structures when an appropriate template structure is available for modeling.⁴–⁶ Recently, it has been also reported that high resolution atomic detailed models within the root mean square deviation (RMSD) of 1.5 Å to the experimentally determined native structure were successfully produced even in template-free modeling.⁷ These high resolution atomic detailed models are practically useful in a variety of structure-based protein engineering, including drug design,⁸ redesigning enzyme specificity,⁹ and designing new fold of proteins.¹⁰,¹¹ However, high resolution protein structure prediction is not always possible. A very accurate model can be expected if a highly homologous template structure to a target protein is available for modeling, partly because the template itself will be fairly close to the target protein structure.¹²,¹³ On the other hand, if there is no template structure which covers a significant part of a target protein, template-free modeling methods or “ab initio” methods¹⁴–¹⁶ need to be employed, whose accuracy is not as high as template-based methods on average.¹⁷ Although low resolution computational models, which are typically generated by template free modeling methods or threading methods,¹⁸–²⁰ may not be appropriate for applications that need atomic detailed resolution, they are still useful in different purposes, for example, designing site-directed mutagenesis experiments.²¹,²²
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small ligand docking prediction,\textsuperscript{23,24} and function prediction from predicted tertiary structures.\textsuperscript{25–27} Therefore, for structural prediction methods to be routinely used by biologists, it is urgent to establish quality assessment methods for predicted structures, so that predicted structures can be used wisely by knowing limitations of the model.

At this juncture it would be appropriate to briefly examine where errors in prediction models originate. We focus this discussion on template-based modeling (comparative modeling\textsuperscript{28,29} and threading\textsuperscript{20,18}), because it can routinely provide practical models\textsuperscript{4,25} of a good resolution. It should also be noted that most of current template-free modeling methods\textsuperscript{30} somewhat rely on template-based methods by using fragment structures found by local sequence matching to fragments in the database.\textsuperscript{31,32} Figure 1 illustrates main steps in a template-based modeling. Errors in main chain orientation can be introduced in each step in this procedure: A severe error at the global fold level may be introduced if a structure of a different fold is misrecognized as a template (template recognition level error). A structure with the same order of secondary structure elements placed in a different spatial arrangement (i.e. the same architecture but not the same topology in the terminology by CATH classification\textsuperscript{33}) to a query protein is often wrongly recognized. An error introduced at this stage is usually too severe to be fixed in the subsequent steps. Next, even if a correct template is recognized, an error can be introduced in the alignment level (alignment level error).\textsuperscript{34} A small error of a couple of residue shifts in an alignment may be able to correct in a later optimization step,\textsuperscript{35} but a larger alignment shift will be source of considerable incorrectness of a resulting model. Finally, optimization of the main chain conformation for a query from the best available template is often not trivial if they are not a close homolog to each other\textsuperscript{36,37} (structure level error).

Different strategies have been employed to estimate the reliability of predicted models in each level of error classified above. The reliability of a recognized template for a query (the template recognition level error) can be estimated by the sequence identity (%) or the statistical significance of the sequence match between the target protein and the template protein (e.g. an E-value of a BLAST search\textsuperscript{38}). When a threading method is used for template recognition, the Z-score is usually used to indicate a statistical significance of recognized templates. Verify3D developed by Eisenberg et al.\textsuperscript{39} uses a threading score, namely a three-dimensional profile, for validation of protein models.\textsuperscript{39} This approach could also identify a local structure level error.

The basic idea of estimating the alignment level error is to evaluate how significant or consistent the optimal alignment is relative to a group of alternative alignments.\textsuperscript{40} Vingron and Argos initiated a method to compute suboptimal alignments\textsuperscript{41} by an extension of Needleman-Wunsch type\textsuperscript{42} dynamic programming (DP) algorithm. It is followed by several other methods which are also based on DP algorithm.\textsuperscript{43,44} These methods essentially compute different suboptimal alignments by specifying a certain residue pair to be included/not to be included in an alignment. Simply fluctuating parameters for computing alignment will also generate a set of alternative alignments.\textsuperscript{45} Several methods employ a partition function which is borrowed from thermodynamics to compute the probability of suboptimal alignments.\textsuperscript{46–49} Yu and Smith used a Hidden Markov Model to estimate the importance of each aligned residue pair by posterior decoding probabilities,\textsuperscript{50} which is later used as one of input scores in a neural network based prediction method for quality assessment.\textsuperscript{51} The other proposed ideas include considering conservation of local regions in a multiple sequence alignment.\textsuperscript{52,53} Although these previous works proposed reasonable ideas for computing reliability of alignments, all but two,\textsuperscript{52,54} have applied their methods only on a few proteins. Moreover, none of them attempted to directly predict global and local error.

---

**Figure 1**

A procedure of template-based structure prediction. The procedure consists of three component steps: template identification, query-template alignment, and structure refinement. Error can be introduced in each of the steps.
of predicted tertiary structures in terms of the physical distance (Å) by their reliability measure of alignments. Therefore, their applicability in the context of protein tertiary structure prediction remains unclear.

The structure level error can be predicted by examining local structures of a prediction model. Stereoechemical quality of a structure is also routinely checked in the process of solving a protein structure by X-ray crystallography. Programs used for this purpose, such as PROCHECK and WHAT_CHECK, essentially compare torsion angles, bond lengths, and distances between atoms of a model to a standard distribution of the values sampled from a database. These programs may be applicable for homology models built on a very close homologous protein structure, thus a very precise atomic detailed position is expected, but not necessarily suitable for threading models, where precise atom positioning is an aim but not expected in an initial model.

Alternatively, statistical potentials of residue or atomic contacts have been recently used for assessing the quality of structure models. Statistical contact potentials have been widely used in structure prediction methods, therefore it would be natural to employ them for quality assessment of predicted structures. However, if an aim of the quality assessment of predicted structure is predicting error of a model in terms of the global and local physical distance (Å) to the native structure, the performance of statistical contact potentials should be reexamined, because in most of the cases contact potentials were evaluated by their ability of ranking structures to select the native structure out of a pool of decoy structures, not by the ability of predicting the real value of errors of a given predicted structure. The other physical properties used for quality assessment of predicted models include preference of burial/exposure of amino acids, solvation of atoms in amino acid residues, and packing density of amino acids.

Finally there exist methods which combine several scoring terms, including structure-based terms and sequence-alignment based terms to capture different aspects of models.

In this study, we focus on estimating the alignment level error of template-based prediction models. Our strategy to quantify the reliability of the optimal alignment between a target sequence and a template structure is to compare the optimal alignment with a set of suboptimal alignments and compute how well the suboptimal alignments converge to the optimal alignment. We define a novel and intuitive score of the Suboptimal Alignment Diversity (SPAD) and demonstrate that the SPAD score has a significant correlation to the global and local error of threading alignments. Advantages of using SPAD to estimate the reliability of a structure model in the alignment level as opposed to the structure level (Fig. 1) are that errors are estimated in an early stage so that different templates or strategies of alignments can be sought from the beginning and also that alternative almost equally reliable alignments can be provided from the pool of suboptimal alignments.

Because SPAD is based on sequence-alignment information, the primary aim of SPAD is to have a significant correlation to alignment errors so that alignment errors can be predicted by SPAD. Moreover, unlike all the previous works on estimating alignment level error, we go one step further to show that SPAD by itself can predict the real value of physical distance error, namely, the global coordinate RMSD of the model and local error (Å). This is the first time that a suboptimal alignment derived score is shown to be able to predict global/local structure quality of prediction models. To thoroughly understand ability and limitation of the SPAD score, we have tested it on a large alignment benchmark dataset of 5232 alignments classified into the family, the superfamily, and the fold level similarity. We have also compared performance of SPAD with the other sequence-alignment based measures and also with a statistical atomic contact potential, Discrete Optimized Protein Energy (DOPE), to investigate characteristics of SPAD. Furthermore, we used SPAD to predict global/local structural error of our threading prediction models in the CASP7 competition (http://predictioncenter.org/casp7/).

MATERIALS AND METHODS

Benchmark database

Primarily Lindahl and Elofsson’s dataset (L-E dataset) is used for benchmark. This dataset consists of 1130 representative proteins taken from PDB, each classified into a family, a superfamily, and a fold in a hierarchical manner according to the SCOP database. Following this hierarchical classification, a set of pairwise alignments were constructed in each above similarity level, that is family, superfamily, and fold level by a protein tertiary structure alignment program, LGA. Aligned protein pairs in the family level set share the same family in SCOP; pairs in the superfamily level set share the same superfamily but not the same family; and pairs in the fold level set share the same fold but not the same superfamily. This resulted in 1076 target-template pairs at the family level, 1395 at the superfamily level, and 2761 in the fold level. The average sequence identity (and the standard deviation) of alignments in these three levels are 21.3% (8.06%), 15.2% (3.3%), and 15.2% (3.8%) for the family, the superfamily, and the fold level, respectively (see Fig. 1(A) in the paper by Tan et al. for the distribution of the sequence identity). The sequence identity ranges of the L-E dataset are much smaller than several other existing alignment benchmarks, such as BaliBASE and HOMSTRAD, because the L-E set is originally designed for threading benchmark. These structure-based pairwise alignments are the golden standard dataset in this study against which “predicted” alignments are compared.
For each protein pair in the same similarity level in the L-E set, we predicted the optimal pairwise alignment of the two proteins by a profile-based threading algorithm (see below) and also the tertiary structure of one of the aligned proteins (called a target protein) based on the predicted optimal alignment against the another protein (called a template protein). We used a homology modeling software, Modeller80 (version 8v2) with the default parameter setting for building the tertiary structure of the target protein from a given target-template alignment using the tertiary structure of the template protein. The quality of the predicted optimal (i.e. the top scoring) alignment is assessed by comparing with the golden standard alignment in terms of the Alignment Distance, ALD, described in the next section. In addition to the optimal alignment, we also generate a set of suboptimal alignments from which the reliability of the optimal alignment is computed. The quality of the predicted tertiary structure is evaluated globally by the coordinate RMSD (Å) to the experimentally determined structure. LGA was used to superimpose two protein structures. To evaluate the quality of the local structure of a predicted model, we also computed the distance between a corresponding α carbon of the main chains of a predicted model and that of superimposed experimentally determined structure.

**Alignment distance**

To evaluate the accuracy of a predicted pairwise alignment, we introduce the ALD, which measures a distance of a predicted alignment to the correct alignment on the DP matrix [Fig. 2(A)]. In the process of computing a pairwise alignment by DP algorithm, an alignment is represented as a path in the DP matrix. The (local) distance from a position in a path, m, to another path, termed local Alignment Distance, IALD_m, can be computed as the average residue shifts of the position:

$$ I_{ALD_m} = \frac{d_V + d_H}{2}, $$

where \(d_V/d_H\) is the vertical/horizontal distance from the predicted alignment to the correct alignment, respectively. Note here that the position in the path, m, may represent either a pair of aligned residues or a residue aligned with a gap. Therefore, IALD_m is assigned also to a gap in an alignment.

The global Alignment Distance for the whole predicted alignment, gALD, is the average of IALD_m over all the positions in the path:

$$ g_{ALD} = \frac{\sum_{m=1}^{l} I_{ALD_m}}{l}, $$

where l is the length of the predicted alignment.

**Figure 2**

Definition of ALD and SPAD. The pairwise alignment space by DP algorithm is represented by a two dimensional matrix (DP matrix) with the size of M x N, where M and N is the length of two aligned sequences. A pairwise alignment is represented by a path on this matrix. (A) Definition of ALD. Suppose the thick line in the DP matrix represents the correct global alignment between a pair of a target and a template proteins, and the thin line represents a predicted alignment of the two (in this example the predicted alignment is different from the correct alignment only at an N-terminal region). The local Alignment Distance (IALD) from a position in the predicted alignment is the average of the horizontal and the vertical distance (\(d_{V1}/d_{H1}\)), defined as the number of cells in the matrix from that position to the correct alignment. The global Alignment Distance (gALD) is the average of IALD over every position in the predicted alignment. (B) Definition of SPAD. Assume that the thick line represents the optimal (i.e. the highest scoring) alignment between a target and a template protein, and thin lines are suboptimal alignments. \(d_{V1}/d_{H1}\) in the figure denote the vertical and the horizontal distance from a position in the optimal alignment to the ith suboptimal alignment. The local SuboPtimal Alignment Diversity (ISPAD) of a position in the optimal alignment is defined as the average to IALD over all the suboptimal alignments considered. The global SuboPtimal Alignment Diversity (gSPAD) is the average of ISPAD over all the positions of the optimal alignment.

**Reliability of the optimal alignment**

By extending the idea of ALD further, we define the diversity of a set of suboptimal alignments compared to the optimal alignment for a given pair of target-template proteins. This SPAD quantifies the mathematical stability of the optimal alignment, thus indicates how reliable the optimal alignment is. Essentially, SPAD is the average distance from the optimal alignment to each suboptimal alignment considered. Similar to ALD, SPAD can be computed at both local and global level.
The local level SPAD at the alignment position \( m \), \( \text{ISPAD}_m \), in the optimal alignment is defined as follows:

\[
\text{ISPAD}_m = \frac{\sum_{i=1}^{n} \text{IALD}_m^i}{n},
\]

where \( \text{IALD}_m^i \) is the local alignment distance at the position \( m \) in the optimal alignment to the suboptimal alignment \( i \) defined by the Eq. (1), thus \( \text{IALD}_m^i = \frac{d_{m} - d_{m}^i}{2} \) [Fig. 2(B)]. And \( n \) is the number of suboptimal alignments considered. Now averaging \( \text{ISPAD}_m \) over all the positions in the optimal alignment gives the global level SPAD, \( \text{gSPAD} \):

\[
\text{gSPAD} = \frac{\sum_{m=1}^{l} \text{ISPAD}_m}{l},
\]

where \( l \) is the length of the optimal alignment.

Suboptimal alignments are computed by the algorithm proposed by Vingron and Argos.\(^{41}\) In their algorithm, the maximal number of possible suboptimal alignments of a pair of sequences of the length \( M \) and \( N \) is \( M \times N \), because for each cell in the DP matrix (i.e. each pair of residues from the two sequences), it computes the optimal alignment which goes through the cell. In Eq. (3), the number of suboptimal alignments considered, \( n \), was set to \( n = 0.1 \times M \times N \) (i.e. top 10% high-scoring suboptimal alignments).

**Threading algorithm**

We have implemented a profile-to-profile alignment algorithm essentially following the paper by Wang and Dunbrack.\(^{82}\) It uses two scoring terms, a profile alignment term and a secondary structure matching term. PSI-BLAST\(^{83}\) is used to search homologous sequences in the nonredundant protein sequence database\(^{84}\) to be included in a profile with an \( E \)-value cutoff of 0.002 for both outputting and inclusion in the position specific scoring matrix. The seg program\(^{85}\) is used to mask low-complexity regions in sequences. Retrieved sequences which share more than 98% sequence identity or less than 15% to the query sequence are discarded. We used the PSIC weighting and the symmetric log-odds multinomial score for aligning two profiles.\(^{82}\) Hanging gaps at the beginning and at the end of an alignment are not penalized. The opening and extension gap penalty used was 4.71 and 0.37, respectively. The secondary structure of a query protein is predicted by SABLE\(^{86}\) and that of a template structure is assigned by DSSP\(^{87}\) using its experimentally determined structure. The score of matching secondary structures from a query and a template is given in Eq. (26) in the Wang and Dunbrack’s paper.\(^{82}\) The score from profile matching and that from the secondary structure matching are linearly combined with the weight value of 0.7 and 0.3, respectively.

**Comparison with the other quality measures of predicted structures**

To understand the characteristics of SPAD for predicting the quality of predicted structures, we investigated seven other measures of different types which are expected to have the ability to indicate the model quality. These seven measures are classified into three classes, as described below.

The first class of measures is based on alignment information, which will be able to predict the global error of prediction models. These are the sequence identity, the \( Z \)-score from the threading search, and the \( Z \)-score from the PRSS program.\(^{88}\) The sequence identity between a target and a template protein is simple but known to indicate the quality of the prediction model,\(^{4,5}\) thus it draws the bottom line of a reliability measure which is based on sequence analysis. The sequence identity is calculated from the optimal alignment of a given protein pair (i.e. the number of identical residues aligned divided by the length of the alignment). The \( Z \)-score from the threading search is the \( Z \)-score of the raw threading score of the optimal alignment of a target-template pair computed from the distribution of the raw threading scores of optimal alignments between the target protein to all the other proteins in the L-E set. PRSS is a program included in FASTA package which evaluates the significance of the optimal target-template alignment score by comparing it with the score distribution of alignments of target sequence to shuffled template sequences. The correlation of these measures to the global RMSD of structure models of target proteins built by Modeller (see the previous Benchmark database section) is computed and compared with the correlation with gSPAD to the global RMSD.

The second class is three sequence alignment-based measures to predict local errors. These are the degree of residue conservation of a position in the target–template profile–profile alignment, the gap density of the alignment, and the average BLOSUM45\(^{89}\) score of a position in the profile–profile alignment. For an aligned position of a target–template profile–profile alignment, the residue conservation is the fraction of the most abundant residue at the position among all the residues aligned. Thus 1.0 is the perfect conservation of the residue at the position. Gaps in the position are discarded. The gap density is the fraction of gaps at the position. The average BLOSUM45 score for an alignment position is literally the average of BLOSUM45 score between all the pairs of amino acids at the position in a profile of a target and a profile of the template. Gaps are discarded. The correlation to these three measures to the local \( C_{\alpha} \) distance error is computed and compared with that of ISPAD.
As a measure in the last class, we use an atomic distance-dependent statistical potential, DOPE,\textsuperscript{61} which computes the energy of the tertiary structure of a protein as the sum of the energy of pairs of atoms in the protein. DOPE is a main part of Modeller’s target function, which is optimized in the process of constructing a structure model from a target-template protein pair. Modeller was run with the default parameter setting. Because a DOPE score obviously depends on the number of atom pairs considered, we normalize a DOPE score by the number of all the possible pairs of heavy atoms from the first Cα atom to the last Cα atom in a protein. Note that the tertiary structure information DOPE captures is totally different from sequence alignment information which the alignment-based measures in the first class capture. This difference of characteristics of DOPE and the other measures is expected to appear as different performance against the three levels of the benchmark dataset. For example, in the fold level set where virtually no detectable sequence similarity exists, DOPE is still expected to perform reasonably well but not the alignment-based measures categorized in the first class. Knowing the difference between DOPE and the alignment-based measures, the reason why we still compare them is to understand the differences of them in terms of the practical predictive power of structure error of predicted structures.

### Predicted structures of CASP7 targets

Using the observed correlation between g/ISPAD to the global/local error of predicted structures in the L-E dataset, we made prediction of the quality of 383 prediction models of 76 CASP7 targets submitted by our group (Chen-Tan-Kihara, group number: TS536). CASP (Critical Assessment of Techniques for Protein Structure Prediction) is a world-wide protein structure prediction experiment where participants are supposed to make blind predictions from the amino acid sequence of targets posted on the CASP’s official website (http://predictioncenter.org/casp7/).\textsuperscript{90} We have submitted models for all the 97 targets, but here we used our models of 76 targets which are not cancelled for the competition and whose native structures were available at the time of writing this manuscript. Our models are available at the official website (http://predictioncenter.org/download_area/CASP7/).

Both the global RMSD of the models and the Cα distance error of residue positions of the models are predicted. The global RMSD of a model is predicted from its gSPAD score by applying the regression line computed with Bisquare weights from the plots of Figure 7, while the Cα distance error of each residue positions can be predicted from ISPAD score from the regression line of the plots of Figure 8.

\[
\text{RMSD} = \exp(0.3576 \times \ln(\text{gSPAD}) + 1.882) \quad (5)
\]

\[
\text{Cα distance error} = \exp(0.3294 \times \ln(\text{ISPAD}) + 1.645) \quad (6)
\]

Note that this regression line is computed for the correlation of all the data points in the family, the superfamily, and the fold level [Fig 7(A–C) for RMSD; Fig. 8(A–C) for Cα distance error] combined, because the regression lines separately drawn for the three similarity levels are actually similar to each other and also because in an actual blind prediction it is not possible to assign the relationship of a target to a template into one of the three levels.

LGA is used for superimposition of a prediction model to its released native structure, from which the actual RMSD and the Cα distance error of residues of the prediction model are computed.

### Implementation of the algorithm

The execution time of computing the SPAD score is shown in Table I. Given two profiles of target and template proteins of a reasonable size (approximately 80–380 amino acid residue long), computing the SPAD score took 2 s to 4 min on a Linux machine equipped with an Intel Pentium 4 3.2 Ghz processor and 1 Gb memory. As shown in Table I, actually preparing input profiles, including running PSI-BLAST, selecting sequences from a PSI-BLAST output, computing a profile from the sequences, and running SABLE for secondary structure prediction, took
much more time than computing the SPAD score. Our main programs are implemented in C++, and available for download from our website, http://dragon.bio.purdue.edu/subalignment/.

**RESULTS**

**Validation of the alignment distance**

For this study we have introduced the alignment distance, ALD, as a measure of the difference between a predicted alignment and the correct alignment. ALD essentially indicates a shift of two alignments using the path representation of alignments on a DP matrix. In this section, we compare global ALD with the fraction of correctly aligned residue pairs in an alignment (i.e. the number of correctly aligned pairs divided by the length of structure alignment; referred as the correct fraction in the following part of this section), because the correct fraction is an intuitive quality measure which has been used in some previous works. Figure 3 shows comparison between gALD and the correct fraction on the L-E dataset. Note that the greater the better for the correct fraction and the smaller the better for gALD. Overall, gALD has a good negative correlation with the correct fraction in each of the three similarity level, the family, the superfamily, and the fold. However, a discrepancy between evaluation by gALD and the correct fraction is observed in some of the alignments with a lower correct fraction (y-axis), namely, some alignments with almost zero correct fraction still have a small (good) gALD. These are alignments with a small global shift resulting in the correct fraction of zero. A typical example is an alignment of two helical proteins, where a small shift in the alignment along helices does not affect to the tertiary structure. gALD would be a better quality measure for target-template alignments for structure prediction compared to the correct fraction, because it can pick up alignments with a small global shift which do not affect the implied structure of target proteins from alignments with the zero correct fraction.

To further examine the relevance of the alignment quality measures to structure prediction, we built tertiary structures from the target-template alignments by using MODELLER and computed the RMSD of the predicted structures to their native structures. The RMSD are plotted against gALD and the correct fraction in Figure 4. Overall, gALD showed a good correlation to the RMSD of predicted structures [Fig. 4(A)]. The correlation coefficient between gALD and RMSD in the L-E set is 0.660, 0.693, and 0.612 for the family, the superfamily, and the fold, respectively. On the other hand, the correlation of the correct fraction against the RMSD significantly deteriorates in the range of a smaller value of the correct fraction [Fig. 4(B)]. That is, some alignments with a small correct fraction were still able to produce predicted structures of a small RMSD. The correlation coefficient between the correct fraction and the RMSD is −0.696, −0.630, and −0.331, for the family, the superfamily and

![Figure 3](image)

*Figure 3*  
The correlation between gALD and the fraction of correctly aligned pairs in an alignment. The three sets of alignments in a different similarity level in the L-E dataset are used. (A) family level; (B) superfamily level; (C) fold level.
Because gALD is shown to be more informative for structure prediction (Fig. 4), we use ALD in the rest of the manuscript for the measure of the quality of alignments.

**Correlation of the SPAD to the alignment quality**

In this section and in the next, we investigate how well the SPAD score correlates with the quality of predicted structures. First, we examine here the correlation against the alignment shift error defined by ALD. Here the question is how well SPAD correlates with the alignment quality (ALD) and thus is useful to predict the alignment quality.

Figure 5 shows the correlation between gSPAD and gALD, that is the global alignment level correlation in the L-E benchmark set: red, the family; green, the superfamily; and blue, the fold level.

**Figure 4**
The correlation between the alignment quality measures against the RMSD of predicted structures. MODELLER is used for the building a tertiary structure from a target-template alignment. (A) RMSD relative to gALD; (B) RMSD relative to the fraction of correctly aligned pairs. The color shows the three similarity levels in the L-E set: red, the family; green, the superfamily; and blue, the fold level.

**Figure 5**
The correlation between the gSPAD and the global Alignment Distance (gALD). gSPAD shows a mathematical stability of the optimal alignment in comparison with suboptimal alignments. gALD shows the error of a predicted alignment when compared with a structural alignment computed by the LGA program. Alignments in three similarity levels in the L-E benchmark set are used: (A) the family level. The correlation coefficient (CC) between gSPAD and gALD is 0.899. (B) The superfamily level. CC: 0.830. (C) The fold level. CC: 0.695.
between SPAD and ALD. To examine the influence of the sequence similarity of aligned sequence pairs to the correlation, the results of the three similarity levels of the L-E dataset is separately plotted. Both axes in the plots are shown in a log scale. In all of the three similarity levels, the correlation between gSPAD and gALD is very strong: The correlation coefficient is 0.899, 0.830, and 0.695 in the family [Fig. 5(A)], the superfamily [Fig. 5(B)], and the fold level [Fig. 5(C)], respectively. The range of the gSPAD score (the x-axis) observed in the family level ranges approximately from $1 \times 10^{-1}$ to $2 \times 10^{2}$ and the gSPAD range shifts to a larger side in the superfamily and the fold level. However, the three plots fit almost onto the same regression line. It is remarkable that a significant correlation is observed even in the fold level. Probably, this is because the profile and the secondary structure information are used in these threading alignments, not just simple pairwise sequence alignments.

We have further examined the correlation between lSPAD and lALD, that is, whether the local level SPAD can predict the local level alignment shifts (Fig. 6). This is a more challenging task than prediction of global level alignment error, but can provide valuable information for practical use of prediction models if successful. A very good correlation between lSPAD and lALD is observed in the family and the superfamily level [Fig. 6(A,B)], with the correlation coefficient being 0.580 and 0.515, respectively. In the fold level [Fig. 6(C)] the correlation decays but still has a considerable correlation coefficient of 0.377. lSPAD has a great predictive power for local alignment shift error (lALD) especially when the lSPAD value is small: when an alignment position has a lSPAD score of less than 1, 96.5%, 88.1%, and 69.8% of the cases lALD of the position is less than 5 in the family, the superfamily, and the fold level, respectively. In the global level, when global alignments have gSPAD of less than 1 (Fig. 5), 98.6, 93.5, and 73.3% of them in the family, the superfamily, and the fold level, respectively, have gALD of less than 5. Therefore, that gSPAD and lSPAD of less than 1 can be a simple criterion to find reliable global alignments or local alignment regions.

**Correlation of the SPAD to the structure quality**

In the previous section, we discussed that SPAD can be used for estimating global and local level alignment shifts using its good correlation to global and local ALD (Figs. 5 and 6). Here, we further examine how well SPAD correlates with the quality of predicted tertiary structures. MODELLER was used to build the tertiary structure models using the target-template alignments as input. Alignments are discarded from the analyses of this section if the sum of the N-terminal gap and the C-terminal gap exceeds 20 residues, because MODELLER tends to build dangling stretched tails in these terminal gap regions, which result in a spuriously large RMSD.

**Figure 6**

The correlation between the lSPAD and the local Alignment Distance (lALD) of the optimal alignment to the structure-based correct alignment. lSPAD at each position in an alignment is smoothed (averaged) by a window of a size of five residues. The gray scale represents the number of data points locating at each grid. (A) The family level alignments in the L-E set, CC: 0.580. (B) Superfamily, CC: 0.515. (C) Fold, CC: 0.377.
Figure 7 shows the correlation between the gSPAD and the RMSD of predicted structures to their native structures, that is, the global structure level correlation. A significant correlation in the family and the superfamily level and a worse but still considerable correlation in the fold level are observed. The correlation coefficient is 0.598, 0.630, and 0.387 at the family [Fig. 7(A)], the superfamily [Fig. 7(B)], and the fold level [Fig. 7(C)], respectively. Furthermore, we present in Figure 8 the local structure level correlation, that is, the correlation between lSPAD of an alignment position and the prediction error of that position measured as the physical distance (Å) between the predicted and the actual positions of the Cα atom. The correlation coefficient of these plots is 0.565, 0.509, and 0.277 for the family [Fig. 8(A)], the superfamily [Fig. 8(B)], and the fold level [Fig. 8(C)], respectively. It might be argued that the correlation in the fold level [Fig. 8(C)] is too weak for making use of predicting local error of predicted structures. However, lSPAD is still useful even in the fold level in the small value range of lSPAD: when lSPAD is less than 0.1, 93.9, 82.4, and 71.9% of the positions in the family, the superfamily, and the fold level alignments are within the error of 4.0 Å.

To summarize the last two sections, we demonstrated that SPAD have a quite good correlation to the quality of alignment and also predicted tertiary structures both at global and local levels thus can be used for prediction of the quality of predicted alignments and tertiary structures. The correlation is stronger in the global level (Figs. 5 and 7) than in the local level (Figs. 6 and 8). The strongest correlation was observed when two proteins are in the family level similarity and the correlation decreases as the similarity decreases into the fold level. The primary scope of the current work is the family and the superfamily level where reasonably good alignments are expected; in the other words, the sequence identity range where template-based modeling is possible. In our previous work, we have shown that sequence pairs in the fold level similarity in the L-E set have virtually no detectable sequence similarity34 so that they cannot be aligned by using BLOSUM45 amino acid similarity matrix.89 Therefore, the considerable correlation of the SPAD to the quality of alignments and predicted tertiary structures in the fold level is beyond our expectation and highly encouraging, showing the validity of applying suboptimal alignment based SPAD to a threading alignment method. It is also worthwhile to emphasize the significance of having a good correlation to the structure quality by a sequence alignment-based measure.

Comparison with the other seven quality measures

Next, we compare SPAD with the other measures in terms of the correlation to the quality of predicted structures. First, we examine the correlation between gSPAD (Fig. 7), the sequence identity (Fig. 9), the threading Z-score, the Z-score by PRSS (Fig. 10), and DOPE (Fig. 11) against the global RMSD of predicted structures. Their correlation coefficients are summarized in Table II(A).
Figure 8
The correlation between the ISPAD and the residue level error of predicted structures. The gray scale shows the number of data points at each grid. ISPAD at each position in an alignment is averaged by a window of a size of five residues. (A) The family level in the L-E set, CC: 0.565. (B) Superfamily, CC: 0.509. (C) Fold, CC: 0.277.

Figure 9
The correlation between the sequence identity of an alignment and the global RMSD of the structure model built by MODELLER using the alignment. (A) The family level alignments in the L-E set, CC: −0.601. (B) Superfamily, CC: −0.363. (C) Fold, CC: −0.123.
Note that the sequence identity, the threading Z-score, and the PRSS Z-score have a negative correlation to the RMSD. It is not an easy task for these measures except for DOPE to have a good correlation to the quality of the structure (RMSD), because they are computed from...
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Table II
The Correlation Coefficient between the Quality Measures and the Structure Errors in Predicted Tertiary Structures

<table>
<thead>
<tr>
<th></th>
<th>Family</th>
<th>Superfamily</th>
<th>Fold</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. The correlation coefficient between the measures and the global RMSD of the predicted structures to the native</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>gSPAD</td>
<td>0.598</td>
<td>0.630</td>
<td>0.384</td>
</tr>
<tr>
<td>Sequence identity</td>
<td>−0.601</td>
<td>−0.363</td>
<td>−0.123</td>
</tr>
<tr>
<td>Threading Z-score$^a$</td>
<td>−0.276</td>
<td>−0.216</td>
<td>0.107</td>
</tr>
<tr>
<td>PRSS Z-score$^b$</td>
<td>−0.530</td>
<td>−0.391</td>
<td>−0.391</td>
</tr>
<tr>
<td>DOPE</td>
<td>0.453</td>
<td>0.617</td>
<td>0.587</td>
</tr>
<tr>
<td>B. The correlation coefficient between the measures and the local Co$_{δ}$ distance</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ISPAD</td>
<td>0.565</td>
<td>0.509</td>
<td>0.277</td>
</tr>
<tr>
<td>Conservation</td>
<td>−0.215</td>
<td>−0.092</td>
<td>−0.063</td>
</tr>
<tr>
<td>Gap density</td>
<td>0.254</td>
<td>0.147</td>
<td>0.165</td>
</tr>
<tr>
<td>Avg. BLOSUM45$^b$</td>
<td>−0.127</td>
<td>−0.040</td>
<td>−0.0056</td>
</tr>
</tbody>
</table>

The three categories of the family, the superfamily, and the fold level sets in the L-E dataset are used. A predicted structure of a target protein is built by Modeller using the optimal alignment between the target and a template structure.

$^a$For gSPAD, the sequence identity, and the DOPE score, the correlation coefficient computed on the log-log plot (Figs. 7, 9, and 11) is shown, because the correlation was better than the one computed on a linear-scaling plot. On the other hand, the correlation was computed for a linear-scaling plot for the threading Z-score and the PRSS Z-score (Fig. 10), because these measures have negative values and also the log-log plot drawn by shifting the Z-score by a certain value to make them all positive gave a worse correlation.

$^b$For the average BLOSUM score, the correlation computed for a linear-scaling plot for the threading Z-score (Fig. 10), because these measures have negative values and also the log-log plot drawn by shifting the Z-score by a certain value to make them all positive gave a worse correlation. A predicted structure of a target protein is built by Modeller using the optimal alignment between the target and a template structure.

The sequence alignment information. Among the four sequence alignment based measures in Table I, gSPAD and the sequence identity have almost the same correlation to the RMSD at the family level. However, at the superfamily and the fold level, the sequence identity quickly loses its correlation to the RMSD when compared with gSPAD. The PRSS Z-score has a slightly better correlation to the RMSD than gSPAD at the fold level, but worse at the family and the superfamily level, which is contrary to our expectation. We expected that the PRSS Z-score performs similarly well as gSPAD at all the three levels, because both measures essentially evaluate stability of the optimal alignment by comparing it with distribution of alternative alignments. The threading Z-score does not show a strong correlation at neither of the levels (plots not shown). This result indicates that ranking template structures in a database according to the compatibility to a target sequence, which is the common task for the threading Z-score, and predicting the absolute value of a structure model quality (i.e. RMSD) are different tasks.

In Figure 11, we show the correlation between the normalized DOPE score and the RMSD of predicted structures. DOPE is a statistical potential which evaluates the quality of a predicted tertiary structure per se. In this experiment, we normalized a DOPE score by the number of atom pairs considered, because the size of predicted structures in the data set differs. Normalization of DOPE in a physically appropriate manner to be able to evaluate proteins of different sizes is not trivial, but here we simply used the average score per atom pair. Note that the way DOPE is used here is different from the situation of model selection in ab initio structure prediction, where the closest structure to native is selected from a pool of decoy structures of the same size. Here the goal is different: Given a single predicted structure, can we predict the absolute value of the quality (i.e. RMSD) of the structure? At all the three levels, the normalized DOPE showed a reasonably good correlation to the RMSD of the predicted structures. By comparing with gSPAD (Table II(A)), we found a clear difference between gSPAD and DOPE in terms of the correlation against the RMSD: at the family level, gSPAD showed a better correlation to the RMSD. At the superfamily level, gSPAD showed a slightly better correlation, and finally at the fold level, DOPE’s correlation is better than gSPAD’s. It is natural that DOPE shows a good correlation to the RMSD in all three levels, because it is a target function to be optimized in structure modeling process by Modeller. Actually what would be really interesting is that gSPAD performs better than DOPE at the family and the superfamily level (which is also true for the sequence identity and the PRSS Z-score at the family level), because it would imply a dominant influence of the quality of a target-template alignment to the final structure quality in the structure modeling process by Modeller.

To summarize Table II(A), at the family level, the sequence identity shows the best correlation to the RMSD (−0.601), and gSPAD follows with a slightly worse absolute value of the correlation coefficient (0.598). At the superfamily level, gSPAD was the best. At the fold level, DOPE shows the best correlation to the RMSD. However, by a head-to-head comparison among the compared measures, gSPAD would be best because it is better at least at two levels when compared with any other measures in Table II(A).

Table II(B) compares the correlation of the four measures, ISPAD (Fig. 8), the residue conservation (Fig. 12), the gap density (Fig. 13), and the average BLOSUM45 score (Fig. 14) to the local structure error. It is evident that the residue conservation, the gap density, and the average BLOSUM45 score have little correlation to the local error and that ISPAD is the best indicator for the local structure error among those compared.

Quality assessment of predicted structures for CASP7 targets

Up to the previous section, we have demonstrated that gSPAD and ISPAD of threading alignments have a significant correlation to the global RMSD and the Co$_{δ}$ distance error of structure models generated from the alignments, respectively. Next, we make actual predictions of the quality of predicted structures of CASP7 targets using SPAD. For prediction, we simply use the regression line computed for the relationship between gSPAD with the global RMSD [Eq. (5)] and ISPAD with the Co$_{δ}$ distance error [Eq. (6)].
Figure 15(A) shows the performance of our global RMSD prediction to the CASP7 models relative to their actual RMSD. Here for a computed gSPAD value of a predicted structure, we read the intersection of the global RMSD (y-axis) for the gSPAD value on the regression line [Eq. (5)]. Overall, the prediction and the actual RMSD have a very good agreement with a correlation coefficient of 0.743. About 56 of 70 models (80.0%) predicted to have an RMSD of less than 4.0 Å actually have a better RMSD than 4.0 Å, and 144 of 206 models
(69.9%) predicted to have an RMSD of 6.5 Å or smaller have a better RMSD than 6.5 Å. We can also predict models with a bad quality from the regression line: 94.4% of the predictions that a model has an RMSD of 8.0 Å or higher were correct (135 of 143 models). As for the local error prediction in CASP7 models [Fig. 15(B)], the correlation is weaker (the correlation coefficient is 0.316) but still good agreement when a small or a large error is predicted: 80.7% of the residue positions predicted to have an error of 4.0 Å or smaller (30,090 of 37,276 positions) actually have an error of 4.0 Å or smaller and 80.2% of predictions of residue positions with an error of 8.0 Å or higher were correct. The same data as Figure 15(A,B) are plotted in a log–log plot to show that the prediction error grows in an exponential fashion as a predicted error value becomes larger [Fig. 15(C,D)], which can be read by the almost constant “width” of the distribution of data points along the regression line of predicted and actual RMSD/Cα distance. This is an outcome of using regression lines drawn on log–log plots for the prediction [Eqs. (5) and (6)]. The regression lines can predict a global/local error more accurately when the value of the predicted error is small.

In the predictions above, we simply read a RMSD/local Cα distance value on the regression line at the intersection of a given gSPAD/lSPAD value (named as pin-point prediction). Using the prediction (confidence) bounds of the regression lines, we can go one step further to roughly estimate the accuracy of predictions of the quality by predicting the range of the RMSD/local Cα distance value. Figure 16 shows 40% upper and lower prediction bounds of for the regression line [Eq. (5)] drawn between gSPAD and RMSD. Now using the 40% upper bound line (Fig. 16), for a gSPAD value of a predicted structure, predicting the global RMSD of the structure to be an RMSD value on the upper bound line at the intersection of the gSPAD value or lower that RMSD value is expected to be correct in 70% of the cases. Similarly, for a given gSPAD value of a predicted structure, predicting its RMSD to be the RMSD value on the lower bound line or higher is expected to be accurate in 70% of the cases. Compared to the pin-point prediction, we call it upper/lower bound prediction. Using this strategy, we predicted 139 CASP7 prediction models to have an upper bound of RMSD that is less than 6.5 Å, which turned out to be correct for 99 models (71.2%). We also predicted 98 CASP7 models to have an RMSD which is not better than 8.0 Å or higher than that RMSD, and the predictions of 80 models (81.6%) of them were correct. Of course upper/lower bound prediction can be also made for predicting the Cα distance error of residue positions: 81.7% of the residue positions predicted to have a certain value of error which is less than 4.0 Å or smaller than that value were correctly predicted. 78.9% of the residues predicted to have a certain value of error which is more than 8.0 Å or worse than that value were correctly predicted.

In Figure 17, four examples of predicted structures of CASP7 targets with the estimated error are shown. These four proteins are categorized as template-based modeling...
targets by the CASP7 organizers. The sequence identity between each target and its template used is relatively low, ranging 11.4% to 27.1%. For each protein, three figures are shown: The first one on the left shows superimposition of a predicted structure (blue) of a target protein with its native structure (pink). The second figure in the middle shows the actual and predicted error (Å) at each position of the predicted structure. An error of a position of a predicted structure denotes the distance (Å) between Cα atoms of the predicted and the native structure when they are superimposed. The gray scale shows the number of data points of that grid point of the plot. The correlation coefficient is 0.316. (C) The actual RMSD relative to the predicted RMSD is shown in a log-log plot. The correlation coefficient is 0.793. (D) The actual local error relative to the predicted local error is shown in a log-log plot. The correlation coefficient is 0.647.

Figure 15
Predicted quality of predicted structures of CASP7 targets. All 383 prediction models submitted for 76 targets by our group are analyzed. (A) The actual RMSD of the predicted structures to the native structure is plotted relative to the predicted RMSD. The correlation coefficient is 0.743. (B) The actual error of each position of predicted structures is plotted relative to the predicted error. An error of a position of a predicted structure denotes the distance (Å) between Cα atoms of the predicted and the native structure when they are superimposed. The gray scale shows the number of data points of that grid point of the plot. The correlation coefficient is 0.316. (C) The actual RMSD relative to the predicted RMSD is shown in a log-log plot. The correlation coefficient is 0.793. (D) The actual local error relative to the predicted local error is shown in a log-log plot. The correlation coefficient is 0.647.

H. Chen and D. Kihara

PDB after the CASP7 contest with the code of 2hkv [Fig. 17(A)]. This is a 148 residue long α-helical protein with four long α helices bundled. A poor quality of the middle part of the predicted structure is well predicted by the ISPAD score. The correlation coefficient of the actual and predicted error is 0.906, and the Cα distance error of 75.7% of the positions is predicted within 2.0 Å. In the case of the second target protein, T0288 [Fig. 17(B)], both the RMSD of the predicted structure and the local error were very well predicted. The actual RMSD is 3.6 Å, which is predicted to be 3.3 Å, and the Cα distance error of
95.6% of the positions is predicted correctly within 2.0 Å. The structure of T0362 [Fig. 17(C)] was well predicted at its β-sheet region (residues 65–120) but poorly at one end of the structure which is shown on the right side of the figure [Fig. 17(C1)]. This right end of the structure consists of the C-terminal helix and a loop region with a small helix (residue 40–60). Interestingly, although the C-terminal helix and the loop region are apart on the primary sequence, both regions are accurately predicted to have a large error by the lSPAD score. T0374 [Fig. 17(D)] is an example of an α/β protein (2i6c). The error of 94.8% of the positions is predicted within 2.0 Å and the correlation coefficient of the actual and the predicted error is 0.758.

The sausage representation we used here offers intuitive understanding of a predicted structure with an estimated local error range. Alternative representation to show error would be to use a sphere with a radius proportional to the estimated error range to indicate an estimated local error of a Cα position. This is similar to the displacement ellipsoids often used in dynamics study of proteins.92

DISCUSSION

In this work, we have defined the SPAD score for indicating reliability of the optimal alignment by considering the diversity of suboptimal alignments. The SPAD score is shown to have an excellent correlation to global and local alignment-level errors (Figs. 5 and 6). Moreover, not only being able to indicate the alignment level error, SPAD is shown to have a significant correlation to the quality of predicted structure both globally (i.e. the RMSD to the native structure) and locally (the Cα distance error of each position). Although it has been pointed out in earlier works34,41 that the difference in the optimal alignment and suboptimal alignments could indicate alignment error, this is the first time that a sequence alignment based measure is applied to a threading alignment and directly compared with the global and local error in a physical distance of tertiary structures, not merely with alignment shifts. Using the established correlation between SPAD and global/local structural error, we showed that SPAD had a good performance in predicting the quality of CASP7 models. At last, we proposed the sausage representation in structure prediction, which can represent a predicted fold together with the error range of each position (Fig. 17).

Quality estimation of a predicted structure is crucial for practical use of the predicted structure in designing or interpreting biochemical experiments. It is common to report the successful prediction rate counted for a benchmark dataset in papers which describe a protein structure prediction method. However, this kind of accuracy is not always useful in a practical situation, because what a user cares is the quality of one prediction model of a protein of her/his interest. So the real question is, given a predicted structure model, what is the estimated RMSD of this model? Which region of this model is more reliable, and what is the estimated error range of that region?

At the end of this manuscript we discuss two future directions. Obviously, development of quality assessment methods of protein structures which take several different aspects of structures is of the most interest. In the current work, we focused on estimating the alignment level error because this is suitable for template-based modeling. Combining SPAD with DOPE or some other scores which directly assess the structure level error (Fig. 1) by machine learning techniques such as the support vector machine or neural network would be promising because we demonstrated that these two different types of scores are complemental to each other. Another interesting direction would be to apply the sausage representation of threading models to the generalized homology modeling, GENECOMP, developed by Kolinski et al.35 The GENECOMP algorithm employs an ab initio folding with a protein lattice model in the vicinity of a threading template so that the main chain of the model can move far from the template structure than conventional homology modeling algorithms.80 In GENECOMP the vicinity of a template structure is defined by a tube of a fixed radius (called the envelope), but a variable radius along the tube depending on the estimated reliability of the template region illustrated by the sausage representation can naturally replace the fixed envelope in order to improving the accuracy of models and the sampling efficiency.
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