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Crystallization of protein–protein complexes can often be

problematic and therefore computational structural models

are often relied on. Such models are often generated using

protein–protein docking algorithms, where one of the main

challenges is selecting which of several thousand potential

predictions represents the most near-native complex. We have

developed a novel technique that involves the use of steered

molecular dynamics (sMD) and umbrella sampling to identify

near-native complexes among protein–protein docking predic-

tions. Using this technique, we have found a strong correlation

between our predictions and the interface RMSD (iRMSD) in

ten diverse test systems. On two of the systems, we investi-

gated if the prediction results could be further improved using

potential of mean force calculations. We demonstrated that a

near-native (<2.0 Å iRMSD) structure could be identified in the

top-1 ranked position for both systems. VC 2016 Wiley Periodi-

cals, Inc.

DOI: 10.1002/jcc.24412

Introduction

Despite many advances in modeling, docking, and scoring,

predicting protein–protein interactions is still riddled with chal-

lenges.[1] Selecting the final model(s) is typically considered

one of the most difficult steps and is often the most critical.

Here, we describe a novel, physics-based, multistep approach

to identify near-native protein–protein complex structures

from a set of top-ranked poses.

In our method, summarized in Figure 1, steered molecular

dynamics (MD) simulations are used to estimate the force

required to separate the partners of docked protein–protein

complexes by pulling one partner away from the other. The

top-10 complexes (those with the highest force required for

separation) are selected for more detailed investigation using

umbrella sampling. The umbrella sampling simulations

combined with the weighted histogram analysis method

(WHAM) provide an estimate of the potential of mean force

(PMF) of protein dissociation. The difference in the PMF

between the bound (starting configuration) and unbound

(ending configuration) state is the calculated free energy of

complex dissociation.

Results and Discussion

A set of 10 diverse protein–protein complexes was used to

evaluate our method (Table 1). From �54,000 poses produced

using ZDOCK,[12] a set of �100 representative poses were

selected. The selected poses were then evaluated using

steered MD and five standard scoring functions, zrank1,[13]

zrank2,[13] zdock,[12] irad,[14] and a custom potential based on

van der Waals, electrostatics and knowledge-based terms,[15]

herein referred to as “stats.” The scoring functions were inde-

pendently evaluated using the interface RMSD (iRMSD), a com-

monly used metric to evaluate protein–protein docking

poses.[16]

A prediction was considered “good” if the iRMSD� 2.0 Å, a

pose was considered “acceptable” if the iRMSD� 4.0 Å, and a

prediction was considered “poor” if the iRMSD> 4.0 Å.

Plots displaying the number of actives recovered versus

the percentage of complexes screened is shown in Figure 2A

(tabulated values are shown in Supporting Information Table 1).

Steered MD produced the best results of any scoring

scheme tested producing at least one good pose for 7/10

systems tested and an acceptable pose for 10/10 systems

within the top-10 predictions. The irad and stats scoring

functions performed similarly to sMD, both produced good

predictions in 6/10 cases and acceptable poses were pre-

dicted for 10/10 and 8/10 systems, respectively. In terms of
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enrichment, steered MD and stats performed the best. This

is especially apparent in 1DJF, 1EZU, and 1UDI, where

steered MD and stats significantly outperform the other

scoring functions. Furthermore, both perform perfectly or

nearly perfectly in 4/10 systems (1PPE, 1DJF, 1EAW, and

1UDI) as shown in Figure 2A (dotted line in inset indicates

perfect prediction).

In general, most scoring functions that were tested produced

a good or acceptable pose within the top-10 predictions, but

oftentimes the top-10 predictions also included several poor

poses. The inclusion of poor poses is less detrimental if they are

ranked below good or acceptable poses, but this was not always

the case. For instance, in 2HRK, only a single good pose (iRMSD:

1.98 Å) was identified in the top-10 predictions by steered MD

and this pose was ranked tenth overall. Furthermore the three

acceptable poses (iRMSDs: 2.49 Å, 2.13 Å, and 2.86 Å) were also

ranked poorly (seventh, eighth, and ninth, respectively). In a blind

prediction scenario, this type of result could easily lead to an

unproductive final model. Thus, we attempted to further refine

the top-10 predictions using umbrella sampling.

Ideally, in cases such as 2HRK, rescoring using PMF will

result in the low iRMSD structures being reranked closer to

the top. Alternatively, the 1VFB dataset contains several suc-

cessful poses that are ranked near the top and 7 out of the

top 10 poses are acceptable (iRMSD� 4.0 Å). To ensure that

reranking by PMF does not alter a successful screen, the top-

10 predicted complexes from the 1VFB systems were also

rescored using umbrella sampling.

Umbrella sampling is a technique where overlapping MD

trajectories are utilized to produce an estimate of the potential

of mean force (PMF) along a predefined reaction coordinate,

in this case the distance describing the dissociation of the two

protein units along the vector created by the centers of mass

of each unit. These calculations, although computationally expen-

sive, may provide a more accurate quantification of protein–

protein interactions compared to steered MD alone. As a proof

of concept, we selected the top-10 structures from 2HRK and

1VFB and used umbrella sampling to rerank these structures.

In both cases, reranking the top-10 poses using the PMF cal-

culated by umbrella sampling improved the results. In 2HRK,

the lowest iRMSD complex (1.98 Å) rose from a tenth place

when ranked by steered MD alone to first when using PMF

(Fig. 2B-left panel). Likewise in the 1VFB dataset, the 9.84Å

structure fell from first ranked in the steered MD ranking

down to one of the lowest ranked structures when ranked by

PMF (Fig. 2B-right panel). In addition, in the 1VFB dataset all

good poses (iRMSD� 2.0Å) were ranked in the top-4 highest

positions using PMF (Fig. 2B-right panel).

As a comparison, we also calculated the PMF of the crystal

structures (shown in bolded black lines in Fig. 2B). In the

case of 1VFB, the calculated PMF of crystal structure was in

agreement with the low iRMSD (�2.0Å) structures. This find-

ing suggests that the crystal structure and accurately pre-

dicted poses demonstrate similar behavior in the

calculations. However, in the case of 2HRK, the PMF of the

crystal structure was �30 kJ/mol larger than the best ranked

structure (1.98 Å). One possible explanation for this finding

is that not all crystal contacts are adequately reproduced in

the docked results; specifically the presence or absence of

interfacial waters.

The hydration site analysis program WATsite,[17] was used to

compare the number of hydration sites in or immediately adja-

cent to the interface of the protein–protein complex based on

the x-ray conformation and pose with lowest iRMSD for 2HRK

and 1VFB. A comparison between the 2HRK crystal structure

and the equilibrated lowest iRMSD pose (1.98Å) revealed that

not all contact-mediating hydration sites in the x-ray structure

of the protein–protein interface were conserved in the low

iRMSD pose (Supporting Information Fig. 1). Whereas 16

contact-mediating hydration sites were identified in the pro-

tein interface of the x-ray structure only 12 were found in the

low iRMSD pose (Supporting Information Table 2). Repeating

this analysis for 1VFB revealed that the same number of

contact-mediating waters were identified in low iRMSD and x-

ray structure supporting the observation that the PMF of the

crystal structure and good poses were approximately equal.

Thus, important water-mediated interactions are lost for the

low iRMSD pose resulting in reduced complex stability com-

pared to the x-ray structure of the complex.

To the best of our knowledge, this is the first time that

steered MD and PMF calculations have been used to evaluate

Figure 1. First, the target proteins (Partner 1 and Partner 2) are docked

using ZDOCK, resulting in several thousand poses. The top-100 poses are

selected based on the internal ZDOCK scoring function. These poses are

then separated using sMD, and the force required for separation is com-

puted. The top-10 poses from the force calculations are then reranked by

PMF. [Color figure can be viewed in the online issue, which is available at

wileyonlinelibrary.com.]
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protein–protein docking poses. Furthermore the use of explicit

solvent MD simulations allows for the incorporation of waters

into the interface which are accounted for in our procedure, a

feature that is very rarely included in traditional docking and

scoring methods.

Despite the limited number of test cases, we believe the

proposed stepwise method to be a promising approach,

although there are some important considerations about the

limitations of this method. Importantly, the time required for

calculation of PMF profiles could present a significant limita-

tion. In practice, we suggest that a more rapid scoring func-

tion might be used as a prefilter, prior to implementing the

more computationally demanding umbrella sampling (both

the stats and the irad scoring functions performed excep-

tionally well in our hands). In addition to the time required

to calculate the PMF profiles, the calculations are sensitive to

the reproducibility of the interactions in the interface. In an

ideal case, protein partners would not change conformation

on binding and interface interactions would be strictly

between partners (i.e., not mediated by water or other cofac-

tors). Caution should be exercised in cases where drastic

conformational changes are thought to occur or in cases

where protein interactions are extensively mediated by other

molecules. Methods such as principal component analysis

(PCA), may be employed to determine the best vector for

sMD simulations in cases of intricate interfaces or where sig-

nificant conformational change is anticipated.

In summary, the use of steered MD and umbrella sampling

in ranking protein–protein docking conformations represents a

novel approach in this field and has been found to be success-

ful in the test cases presented here and elsewhere.[18] While

there are some limitations to this approach, notably the com-

putational cost, we believe that this approach may prove useful

in a range of systems and be a complimentary approach to the

currently used scoring functions for protein–protein docking.

Methods

Only a general outline of the procedure and tools used has

been included here, a detailed methods section has been

included in the Supporting Information.

All protein systems were docked using the ZDOCK algorithm

producing �54,000 conformations. From these 100 representa-

tive conformations were selected for steered MD. Gromacs 4.6.1

was used to prepare and equilibrate each system prior to sMD.

From the sMD simulations, the total force was computed as the

difference between the lowest and highest recorded force for

each simulation. Umbrella sampling was performed on the top-

Table 1. Summary of systems used to evaluate scoring functions.

System (PDB ID)

Residues and

chains[a]
IRMSD range of

docking results[b]
Number of

poses tested Reference

Ubiquitin ligase and ubiquitin

(2OOB)

Total: 113

Pull: 42

Stationary: 71

1.62Å–9.97Å 96 2

Trypsin and CMTI-I peptide inhbitor

(1PPE)

Total: 274

Pull: 29

Stationary: 245

0.65Å–9.67Å 100 3

Antibody and antigen

(1VFB)

Total: 352

Pull: 129

Stationary: 107 & 116

1.32Å–9.98Å 100 4

aminoacyl-tRNA synthetase and tRNA

aminoacylation cofactor Arc1p

(2HRK)

Total: 282

Pull: 102

Stationary: 180

1.96Å–9.94Å 98 5

Ribonuclease A and a peptide inhibitor

(1DFJ)

Total: 579

Pull: 124

Stationary: 455

1.19Å–9.81Å 99 6

Ferredoxin-NADP Reductase and ferredoxin

(1EWY)

Total: 395

Pull: 98

Stationary:297

1.43 Å–9.98 Å 100 7

Matriptase and aprotinin

(1EAW)

Total: 299

Pull:58

Stationary: 241

0.74 Å–9.89 Å 100 8

SARS- receptor binding domain and receptor

(2AJF)

Total: 777

Pull:180

Stationary:597

1.63Å–10.0 Å 98 9

Ecotin and trypsin

(1EZU)

Total:365

Pull:142

Stationary:223

1.37 Å–9.99 Å 97 10

Uracil-DNA Glycosylase and its protein inhibitor

(1UDI)

Total:207

Pull:83

Stationary: 124

1.15 Å–9.89 Å 100 11

Those shown in bold were used in the PMF calculations.

[a] “Pull” refers to the length of the chain that was pulled during the steered MD simulation, “Stationary” refers to the chain that was restrained during

the steered MD simulation.

[b] Results were prefiltered to remove any poses above 10 Å.
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10 structures from 1VFB and 2HRK and the g_wham program

from Gromacs was used to estimate the PMF using the sampled

windows. WATsite was used in the interfacial water analysis.

Keywords: protein–protein interaction � ZDOCK � steered molec-

ular dynamics � potential of mean force � umbrella sampling
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